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Cooling of Room Fires by Sprinkler
Spray

Cooling of combustion products and the room by vaporizing water droplets appears to be
a promising mechanism in sprinkler control of residential fires. An experimental proce-
dure coupled with an energy balance scheme has been developed to obtain the heat ab-
sorption rate of a sprinkler spray. A test room was constructed, 3.05 X 3.66 X 2.45 m high,
with a window. Hexane pool fires were selected to simulate room fires. The key parameters
of investigation were water-discharge rate and drop size. For the room tested, a correla-
tion has been established between the heat-absorption rate by the sprinkler water and
the relative median drop size of the sprinkler spray. It (s found that the rate of sprinkler
water evaporated is directly proportional to the heat release rate and the water discharge
rate, and varies as the minus 0.73 power of the relative median drop size. An extinction
criterion for the hexane pool fire in the enclosure, based on the water evaparation rate at

the time of sprinkler operation, has also been established.

I Introduction

The control of fires by automatic sprinkler systems may be ac-
complished according to the following three mechanisms, singly or
combined: (1) cooling of the combustion products and the room to
reduce the heat feeding the combustible elements; (2) direct contact
of water droplets with the burning material to prevent the further
generation of combustible vapor by cooling the burning fuel; and (3)
prewetting the combustible material to prevent further fire spread.
Associated with the first mechanism are two other effects: (1) inerting
of the gas mixture inside the room by the evaporated water; and (2)
the displacement of large volumes of air from the room by steam.

The relative effectiveness of the various mechanisms differs be-
tween residential buildings and industrial properties. The design of
residential sprinkler systems is still based on information available
‘for industrial systems and, therefore, systems possibly more costly
than necessary have been the result.

A residence is generally subdivided into many small rooms. The
initial stage of fire growth and heat generation is usually limited and
confined within a single room. As a large portion of the combustible
material in the room becomes involved, hot combustion products
move out of the room and into adjacent rooms to ignhite other com-
bustible materials. It is essential to limit the fire to the room of origin
for purposes of life safety and property conservation. ‘I'o achieve this,
the combustion products must be cooled considerably to prevent them
from igniting combustibles in the adjacent rooms. The relatively low
ceiling and small size of individual rooms enhance the convective and
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radiative heat transfer from combustion products to the rest of the
combustible materials in the room. Sufficient cooling of combustion
products by evaporating water droplets not only prevents fire spread
to adjacent rooms but also prevents ignition of other combustible
items within the room. Hence the cooling of combustion products and
the room by vaporizing water droplets appears to be a promising
mechanism in control of residential fires by use of water [1].!

A few attempts have been directed to the study of fire extinguish-
ment by means of water. Salzberg, et al. |2, 3] conducted experiments
to determine the amount of water required to suppress building fires
by either hand extinguishers or water hoses. Rasbash, et al. [4, 5]
studied the extinction of pool fires with water sprays by cooling of the
burning liquid fuel and correlated extinction times with the rate of
application, drop size, and the flash point of the liquid.

This paper presents an experimental study of the cooling of both
the combustion products and the room by sprinkler sprays. An ex-
perimental procedure coupled with an energy balance scheme has
been developed to obtain the heat absorption rate of sprinkler
spray.

Hexane pool fires were selected to simulate fire sources to avoid the
complexity encountered in fires with solid fuels. Such complexity
results from interaction among the cooling and other control mech-
anisms, i.e., prewetting of combustibles to prevent further fire spread
and direct extinction by contact of water droplets with the burning
surface.

Key experimental parameters were the water discharge rate and
the orifice diameter. It has been shown [6, 7] that the volume median

! Numbers in brackets designate References at end of paper.
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diameter? of the drop-size distribution generated by geometrically
similar sprinklers varies as the —% power of the water pressure and
% power of the sprinkler orifice diameter. 'The median drop size of the
sprinkler spray can then be varied by changing the water pressure and
orifice diameter while the discharge rate is maintained constant. In
other words, the key parameters in this study can be interpreted as
the drop size and the discharge rate. The extinguishment of hexane
pool fires by water evaporation has also been investigated.

2 Experimental Facility and Instrumentation

2.1 Experimental Facility. The test room was built inside a
larger (12.2- X 18.3- X 10.1-m high) burn facility. ‘The size of the test
room was 3.05-m wide, 3.66-m long, and 2.45-m high. The test room
was elevated 0.61 m above the ground. The walls, floor, and ceiling
were made of 6.35-mm thick asbestos-cement boards attached to a
steel channel frame. Detailed dimensions of the room are shown in
Fig. 1. Steel sheets 3.18-mm thick were placed underneath the as-
bestos-cement floor.

Five geometrically similar sprinklers were fabricated for the pro-
gram, based on the proportions of a commercial design. The orifice
diameters, ), of these five sprinklers are 11.10, 8.36, 6.96, 5.54, and
4.17 mm. The linear-scale ratios, referenced to the largest sprinkler,
are 1, ¥, %, %, and %. Detailed dimensions of the ¥-scale sprinkler
are shown in Fig. 2. The sprinkler was installed at the center of the
ceiling with the orifice 53.5 mm below the ceiling, and the plane of the
supporting rods for the deflector perpendicular to the window
plane.

A flow meter and a pressure gage were installed in the sprinkler
piping system to give accurate readings of water discharge rate and
water pressure.

2.2 Instrumentation. The test room has been instrumented
with a total of 79 data channels; these include 68 thermocouple
measurements, six measurements of the gas flow velocity through the
window, measurements of CO, COs, and Oy concentration at a single
location in the window, one radiation measurement in the window,
and a continuous weight loss measurement of the fuel.

Of the 68 thermocouples, 50 were employed in 25 pairs to measure
the outside and inside surface temperatures of the walls, ceiling, and
floor. These measurements provided information on heat storage in
the walls, ceiling, and floor and heat loss to the ambient from the
outside surface of the test room. The locations of these 25 thermo-
couple pairs are shown in Fig. 3.

Twelve thermocouples were installed inside the room to measure
gas temperature; their locations are shown in Fig. 1. The remaining
six thermocouples were utilized to obtain a temperature profile in the
window. Fig. 4 shows the locations of all instrumentation in the win-
dow (thermocouples, velocity probes, gas sampling port, and radi-
ometer).

All the thermocouples were fabricated from 30-gage chromel-alumel

2The volume median diameter [8] has been chosen to characterize sprays
produced by sprinklers and is defined as the diameter which divides the total
volume of the spray into two equal parts; one part containing drops smaller than
the median diameter and the other part containing drops larger than the median
diameter.

Nomenclature

Water Shield for
thermocouple in room

g

vk

Shield made from stesl plates,
{thickness: 0.8mm)

X~ Thermocouple

Fig. 1 Dimensions of the test room and locations of gas-temperature mea-
suring thermocouples inside the test room

wire. The thermocouples measuring the surface temperatures of the
walls, ceiling, and floor were mounted in shallow grooves (25-mm long)
filled with an appropriate high-temperature adhesive such that the
thermocouple bead was flush with the surface. The gas-tempera-
ture-measuring thermocouples inside the room were shielded from
direct water impingement during sprinkler operation by two small
metal plates, as shown in Fig. 1. (A metal bracket from a thermocouple
connector was convenient to use for the shield; hence, the two plates.)
To shield the thermocouples in the window from direct water im-
pingement, the beads were simply placed between the pressure-
transmitting tubes of the velocity probes (Fig. 4).

Gas velocities through the windows were monitored by six bidi-
rectional, differential pressure flow tubes [9] located in the plane of
the window. T'heir locations are shown in Fig. 4. These tubes can sense
and indicate flows in opposite directions with equal sensitivity.
Pressure differences were measured with an electronic manometer
(Datametrics Barocel); the probe-manometer system had a response
time significantly less than 1 s and was sufficiently sensitive to mea-
sure velocities reliably down to 0.3 m/s. A gas sampling port was placed

Moy = burning rate of hexane (g-mole/s)

Cpw = specific heat of water (J/g°C)

d, = relative volume median drop diameter
(Ap/Apg)~3(D/Dg)*/3

D = sprinkler orifice diameter (mm)

Dy =11.10 mm

E = (Q - 1/)/!’hl:l[1'1cvnp + pr(,l'evnp -
Tw))Q (MWL)

= (Q - L)/l’hw[Hevup + pr(chup -
)
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Hevap = latent heat of evaporation of water
{J/g)

[. = the sum of heat loss rates defined in
Section 5 (MW)

m,, = water discharge rate (g/s)

M,i; = air inflow rate through the window
(g-mole/s)

M(,,,,,,, = estimated generation rate of steam
by evaporation (g-mole/s)

Ap = water pressure (kPa)

Apo = 17.2 kPa

€ = heat-release rate of the {ire (MW)

@y, = heat-release rate of the fire before
sprinkler operation (MW)

= Mcvnp/(Mevup + Mhex + Muir)

Tevap = water evaporation temperature
(°C)

Tw = initial water temperature (°C)
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0.076 m beneath the top edge of the window as shown in Fig. 4. The
gas sample was passed through a condenser, glass wool filter, and
desiccant prior to entering the analyzing instrument. The sample was
analyzed for CO, COg, and Oq. Oxygen was analyzed by means of
magnetic susceptibility, CO2 and CO by means of infrared absorption.
All gas analysis instruments were Beckman analyzers.

A wide-angle radiometer was placed at one location of the window
plane as shown in Fig. 4 (Medtherm, water cooled, black thermopile
behind Irtran window, purged with nitrogen, half-angle = 57.5
deg).

During all the tests, a continuous weight measurement was made
of the hexane pool. Measurement was made by means of a load

1.91D T
0.71 R 12 Tines Equally
4,78 Depth Spaced

7.62
1 28.58
0-80-NF<| a 5 3.58
Hex 398
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4__<>
199 07]
15.24 [ \ Base 1
[‘Iﬁ im 5 5

(a) deflector and supporting rods

BASE

—Drill & Tap

10,31 35°

Toper 42,86 per fool
(4%}

SECTION B-B

(b) base and orifice

Fig. 2 Detailed dimensions of the 3-scale sprinkler
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Fig. 3 Thermocouple locations on walls, floor, and ceiling

transducing platform (BLH Electronics), placed below the test room
and fitted with a load-transferring frame that passed through small
holes in the test room floor.

The 79 data signals were monitored by a data acquisition system
with a HP 21008 computer. Every 2 s the system scanned each of the
79 data channels ten times within half a second and logged the average
value of each data channel on magnetic tape.

3 Experimental Procedure

Pan sizes of 0.914- and 0.762-m dia were selected, both with a depth
0f 0.152 m. The distance from the bottom of the pan to the floor was
0.06 m. In all the tests, the pan was filled with water 76-mm deep.
Liquid fuel was then poured into the pan to a depth of 16 or 19 mm
on top of the water. The purpose of the water was to prevent the pan
from becoming excessively hot. Hexane was chosen as the fuel, be-
cause it is immiscible with and has a lower density and boiling point
than water. During sprinkler operation, some water droplets were
expected to penetrate the plume, pass through the hexane layer, and
mix with the water already in the pan. Since hexane has a lower boiling
point than water, the water droplets passing through the hexane layer
could not turn to steam.

In all the tests reported here,? the window was full open but the door
was closed. The hexane pool was located at the corner of the room (see
Fig. 3). Ignition was achieved by an “electric match.” The experi-
mental sprinkler was manually activated at a preselected sprinkler
operation delay time, Water discharge rate was maintained constant.
The source fire either was extinguished or continued to burn until the
hexane was totally consumed.

3 A few tests were conducted with both window and door open [1]; however,
the instrumentation was too limited to allow analyses of the kind presented in
this paper.
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Fig. 4 Locations of velocity probes, thermocouples, gas sampling port, and
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4 Method of Analysis

The heat-release rate of the fire in the test room before sprinkler
operation was obtained from the direct measurement of the burning
rate by the load platform, coupled with the heat of combustion. The
heat of combustion was determined through a species concentration
balance from a dry exhaust gas analysis at the window for CO, COs,
and Oq, subject to the assumptions that C and CO were the only in-
complete combustion products [1].

For the nonextinguished fires, the heat-release rate of the fire
during the period of sprinkler operation was derived by the following
indirect measurement of the burning rate: during sprinkler operation,
some water droplets penetrate the plume and accumulate in the pan.
At the moment the remaining hexane has burned off, the load plat-
form will give the total amount of water delivered to the pan by the
sprinkler. This provides an average rate of water delivery to the pan.
The algebraic difference between the measured rate of weight change
and the average water-delivery rate gives the burning rate of hexane
fuel. The heat-release rate of the fire is derived by coupling the
burning rate with the calculated heat of combustion.

The following energy terms were computed for each test on an
IBM370 computer: (1) the rate of heat storage in the walls, ceiling,
and floor, (2) the heat-transfer rate to the ambient air from the outside
surfaces of the room, (3) the net convective-heat exchange rate
through the window opening, (4) the radiative heat loss through the
window, and (5) the rate of change of the gas internal energy inside
the room.

The ceiling, walls, and floor were divided into sections corre-
sponding to the thermocouple pairs monitoring inside and outside
surface temperatures shown in Fig. 3. It was assumed that the inside
and outside surface temperatures of each section were uniform and
represented by the temperatures monitored by a pair of surface
thermocouples on the section. For each section, the one-dimensional
transient heat conduction equation was solved numerically to obtain
the time-dependent temperature profiles and, hence, the rates of heat
storage in, and heat loss from, the walls, ceiling, and floor. A linear

356 / VOL 99, AUGUST 1977

temperature profile was assumed to exist, not for all times, but only
at the time of ignition (when inside and outside surface temperatureg
differ by only a few degrees C) as the initial condition for the partia]
differential equation. The following thermal-property values of the
asbestos-cement board were used in the computation:

density =1.525 g/cm3

specific heat = 0.27 cal/g-°C;

and thermal conductivity = 0.00155 cal/s-cm-°C [10].

The net convective-energy exchange rate through the window was
calculated by dividing the window opening into full-width areag
corresponding to the six bidirectional probes [11]. The individual
heights of these sections, top to bottom, were 0.162, 0.178, 0.203, 0.203,
0.203, and 0.178 m. In each section, the velocity and temperature were
assumed constant over the sectional area. Perfect gas behavior wag
also assumed but temperature dependence of the specific heat was
incorporated. The molecular weight and the temperature dependence
of the constant-pressure specific heat of the gases flowing out of the
window were assumed to be the same as those of air [12].

The radiative heat flux measured by the wide-angle radiometer at
one location of the window opening was assumed to represent the
average value through the window. Thus, the total radiative heat loss
through the window was given by the measured radiative flux mul-
tiplied by the area of the window. Since the total radiation flux
through the window accounts for less than 1.5 percent of the total
energy-release rate, this approximation is acceptable.

To evaluate the change of total internal energy of the gases inside
the room, perfect-gas behavior was assumed along with the assump-
tions that the molecular weight and the temperature dependence of
the constant-volume-specific-heat of the gases were the same as for
air. The volume of the room was divided into 12 subvolumes, four 1.53-
X 1.83- X 0.61-m high subvolumes next to the ceiling, and eight 1.53-
X 1.83- X 0.92-m high subvolumes for the middle and lower portions
of the room. The temperature of the gases in each subvolume was
measured by one thermocouple. The rate of change of internal energy
of the gases in each subvolume was computed separately, and then
summed to obtain the net change of total internal energy.

Due to the fluctuation of the turbulent flow, all the energy terms
have been averaged for every 10-s period.

5 Results

Table 1 summarizes the combination of test variables used and
indicates whether extinguishment occurred or not. The fire was either
extinguished by the evaporated water from the sprinkler (E) or con-
tinued to burn until the hexane was totally consumed (N).

The water pressures, Ap (immediately upstream of the sprinkler
in a 52.5-mm (2-in. nominal) dia pipe), associated with the three
discharge rates, m,, using the five geometrically similar sprinklers
are listed in T'able 2. To aid interpretation, the relative volume median
drop diameter, d,(d, = (Ap/Apo)~V3 (D/D¢)*/3), is also listed in Table
2 which is directly proportional to the volume median drop size of the
sprinkler spray. Apg and Dy are reference conditions given by 17.2 kPa
and 11.10 mm, respectively.

The results in Table 1 indicate that, for a given discharge rate from
the sprinkler and decreasing orifice diameter, an orifice diameter is

Table 1 Results of hexane fire extinguishment (window open, door closed,
pan at the corner)

Sprinkler Water Sprinkler Orifice Diameter (mm)
Fuel Pan Delay Time Discharge
Dia (m) (sec) Rate (g/sec) 11.0 8.36 6.96 5.57 4.17
0.914 60 1080 N E E
0.914 60 707 N N N
0,914 60 448 I N
0.762 75 448 N N N N

N - not extinguished
E - extinguished; see Table IV for extinction times
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Table 2 Water pressure and relative drop size

Water

Discharge

Rate o Sprinkler Orifice Dia, D, (mm)

(g/sec) 11.10 8.36 6.96 5.54 4,17
Water Pressure, 81.7 244 600 - -
Ap, (kPa)

1080 Relative Volume  0.598  0.342  0.224 - -
Median Drop Dia, dt'
Water Pressure, 37.2 110 283 668 -
4p, (kPa)

707 Relative Volume 0.774 0.447 0.288 O—Téé -
Median Drop Dia, dr
Water Pressure, 17.2 45.5 121 269 680
&p, (kPa)

448 Relative Volume 1 0.599 0.382 0.252 0.1“5"3’7“
Median Drop Dia, dr

Notes:

Ap i Water Pressure

D 1 Orifice Diameter

4 (Ap//lpo)_l”(D/Do)z/3

Apc : 17.2 kPa

D : 11,10 mm

eventually reached for which the fire is extinguished completely..
Evidently, the decreasing orifice diameter causes a decreasing drop
size (Table 2) which allows an increasing fraction of the water flux to
evaporate and eventually extinguish the fire.

Before sprinkler operation, the conservation of energy requires that
the calculated heat loss rate agree with the heat release rate of the fire.
Results show that the ratios of calculated heat loss rate to heat release
rate before sprinkler operation are within the range of 0.89-1.14. This

Table 3 Rates of heat absorption by sprinkler water (@ — L) for nonextin-
guished hexane fires

1. Fuel Pan Diameter: 0.914 m; Sprinkler Delay Time: 60 sec
Water
Discharge Sprinkler Orifice Dia D (mm)
Rate lhw
(g/sec) 11.10 8.36 6.96 5.57
Test No. 1
aem ' 0.77 - - _
Lo’ 0.42
1080 Q-1.(MW) 0.35 - - -
B 0.12
(q-1)/Q 0.45 - -~ -
gon 0.16
4 0.598
Test No. 4 5 6
qomT 1.33 0.81 0.78 -
Lo’ 0.97 0.46 0.3 -
707 Q-1 0.36 0.35 0.44 B
E' 0.20 0.19 0.24
(Q-1)/Q 0.27 0.43 0.57 -
xz(nw"l) 0.15 0.23 0.31
d 0.774 0.447 0.288
Test No. 8 9
qom” - - 1.19 0.81
o - - 0.85 0.52
448 Q-L (W) - - 0.34 0.29
E' 0.30 0.24
(Q-L)/Q - - 0.29 0.36
G ) 0.25 - 0.30
d 0.382 0.252

r
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agreement between @ and L is reasonably satisfactory and probably
cannot by improved significantly without extensive additional in-
strumentation.

For the nonextinguished fire, the heat absorption rate by the
sprinkler spray was obtained by the difference between @, the heat
release rate of the fire, and L, the sum of the heat loss rates due to heat
storage in the walls, ceiling, and floor, the heat lost from the outside
surface of the room, the convective and radiative heat loss through
the window, and the change of total internal energy of the gases inside
the room. The term L does not include the heat of vaporization, the
sensible heat of the evaporated sprinkler water, and the heat absorbed
by the nonevaporated water. The enthalpy and the internal energy
of the steam generated by evaporation (referenced at ambient tem-
perature) were accounted for in terms of the convective heat loss
through the window and the change of the total internal energy of
gases inside the room, respectively.

For the nonextinguished fire tests, Table 3 presents the heat release
rate, Q; the total heat loss rate, L; the heat absorption rate, @ — L, the
fraction of the maximum possible heat absorption rate actually ab-
sorbed; E’ (E' = (Q - L)/{mw [Hevap + pr(Tevap - Tw)“)y and the
fraction of heat release rate absorbed by water, (§ — L}/Q. Heyap is
the latent heat of evaporation of water, Cp,, is the specific heat of
water, Tevap the water evaporation temperature, and Ty, the initial
water temperature. Both the heat release rate, @, and the heat loss
rate, L, were averaged over a period of 60 s starting either 45 or 50 s
after sprinkler operation, while the fire remained in an approximate
quasi-steady state.

The heat absorption rate by sprinkler water, ¢ — L, is expected to
be a function of: the heat release rate, §; the water discharge rate, i,
the relative median drop size, d,, and other variables such as room
geometry, fuel location, sprinkler location, etc. In the tests conducted,
the room geometry, fuel location, and sprinkler location were main-
tained constant; thus, the heat absorption rate, @ — L, should depend
only on the variables &, m., and d,.

Examination of the results in Table 3 shows that E’ is essentially
independent of m,, at constant @ and d,; the comparison of two pairs
of tests, Tests 1, 11 and Tests 6, 9, indicates this independence. The

Table 3 (Cont’d)

2. Fuel Pan Diameter: 0.762 m; Sprinkler Delay Time: 75 sec

Water

Discharge Sprinkler Orifice Dia D (mm)

Rate

w

(g/sec) 8.36 6.96 5.57 4.17
Test No. 11 12 13 14
Q(N\vl)§ 0.78 0.74 7.58 0.42
L(Mw)§ 0.64 0.59 0.34 0.22

448 Q-L (W) 0.14 0.15 0.24 0.20
E! 0.12 0.13 0.20 0.17
Q-L)/Q 0.18 0.20 0,42 0.48
B 0.15 0.17 0.35 0.41
dr 0.599 0.382 0.252 0.153

Q : Heat Release Rate

L : Total Heat Loss Rate

Q-L i Heat Absorption Rate by Sprinkler Spray

) . - - -

£ 2 Q@ L)/(mw“(evap+ pr(Tevap Tw)”

E ECROTALWUNNNC SR CANNCR 3 L)

) -1/3 2/3

d. i (8p/ap ) (/D)

Ap ¢ Water Pressure

Apo i 17.2 kPa

D ¢ 11,10 mm

[}

H : Latent Heat of Evaporation of Water

evap

pr : Specific Heat of Water

Tevap i Water Evaporation Temperature,

T : Initial Water Temperature

Average value over a 60-sec perxiod starting at 50 sec after sprinkler operation

Average value over a 60-sec period starting at 45 sec after sprinkler operation
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Fig. 5 The heat absorption rate by water spray versus the relative median
drop size of the water spray

two tests in each pair have nearly common values of @ and d, but
different values of m,,; the values of E’ are observed to be the same
for the paired tests. This suggests that E’ is independent of r,, but
may depend upon @ and d,. Thus,

E' = (Q - L)/{mw [Hevap + pr(Tevap - Tw)]} = f(Q: dr) (1)

Next, the functional dependence of E’ on @ for common values of d;
is investigated for three relative median drop diameters (d, = 0.598,
0.382, and 0.288). The quantities of E” and @ for these drop diameters
either were taken directly from Table 3 or were obtained indirectly
by linear interpolation between two neighboring tests for constant
. The linear dependence of E’ on § is not inconsistent with the
data. With the limited number of data points and their associated
scatter, it is felt that the best estimate of functional dependence is
thus:

E'=Q-g(d) (2

Equations (1) and (2) together imply that the heat absorption rate,
(@ — L), is directly proportional to the water discharge rate, m,,, and
the heat release rate, ¢; this observed dependency leads to the
quantity

Table 4 Mole fractions of the steam generated by evaporation at the time
of sprinkler activation and extinction times

Test No. 3 2 7 10 14
Fuel Pan Dia, (m) 0.914 0.914 0.914 0.914 0.762
Delay Time of Sprinkler 60 60 60 60 75

Operation,(sec)

Water Discharge Rate, 1080 1080 707 448 448
ﬁw (g/sec)

Sprinkler Orifice Dia, 8.36 6.96 5.54 4,17 4.17
D (mm)

Relative Median Drop Pia, 0.342 0.224 0.186 0.153 0.153

- 2

@orp )P )

Heat Release Rate Before 1.44 1.40 1.66 1.53 0,92
Sprinkler Operation,Qb (W)

Steam Generated by Evapora- 21.5 27.9 24.5 16.4 9.9
fon, H -
tion, evap(g nole/sec)

Burning Rate of Hexane, 0.44 0.43 0.44 0.44 0.29
Pﬁwx(g—mole/sec)

Air Inflow Rate Through 23.9 25.4 22.9 24,7 22.8
The ch'indm~.v,k:la:Lr (g-mole/sec)

Mole Fraction of Steam, 0.47 0.52 0.51 0.39 0.30

R =10 . . .

evap/ (Mevapmhex+Mair)
Extinction Time (sec) 35 20 21 53 Not Extinguished
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Fig. 6 Time to achieve extinction versus the mole fraction of steam generated
by evaporation at the time of sprinkier activation

E= (Q - L)/{mw{Hevap + pr(Tevap - Tw)]Q} = h(dr) (3)

as a possible correlating function. The quantity E has been included
in Table 3 and plotted versus d, in Fig. 5; also shown in Fig. 5 is the
best-fit correlation obtained for the tests conducted:

EMW-1) = (0.11)d,~073 (@)

This correlation implies that the rate of sprinkler water evaporated
is directly proportional to the heat release rate and the water discharge
rate, and varies as the minus 0.73 power of the relative median drop
size. The coefficient 0.11 is a property of the particular test enclosure,
sprinkler location, and fire location employed. The correlation is
somewhat limited by the range of parameters tested.

For sprays consisting of uniform drops, having sufficiently low
relative velocity with respect to the surrounding gases, the evaporation
rate is inversely proportional to the square of the drop diameter [13,
14]. When the relative velocity is appreciable, the evaporation rate
varies as the minus 1.5 power of the drop size and 0.5 power of the
relative velocity [13, 14]. In this study, sprays with nonuniform drop
size distribution were employed and a significant portion of the drops .
were intercepted by the hot wall surfaces. Since evaporation from the
hot surface probably was insensitive to the drop size, the variation
of heat absorption rate as the minus 0.73 power of the median drop
size is not unreasonable.

For the extinguished fires, the heat ahsorption rate just after the
time when the sprinkler was activated can be estimated through
equation (4) with the heat release rate at 5 s before sprinkler activa-
tion,? the water discharge rate, and the relative median drop diameter.
The water evaporation rate, Mevap, is approximated by the ratio of
the heat absorption rate versus the sum of the heat of vaporization
and the sensible heat of water. The approximate water evaporation
rate (Mevap), the measured burning rate of hexane* (Mpey) and the
measured air inflow rate? (M.ir), 5 s before sprinkler activation, for
the four extinguished fires conducted in this study are listed in Table
4. The mole fractions of the steam, R [R = Meoyap/ (Mevap + Mpex +
M )], and the time to achieve extinguishment by sprinkler operation,
text, are also presented in Table 4. The extinction time, plotted against
the steam mole fraction in Fig. 6, is very sensitive to the mole fraction

4 Averaged over a 10-s period starting 10 s before sprinkler activation.
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of steam generated by evaporation at the time of sprinkler activa-
tion.

Table 4 also presents the estimated steam mole fraction,” R, of a
nonextinguished fire (Test 14) which has the same water discharge
rate and relative median drop size as Test 10 in Table 4. However, the
heat release rate @, of Test 14 before sprinkler activation (g = 0.92
MW) was 40 percent less than that of Test 10 (@, = 1.53 MW). This
smaller heat release rate resulted in a smaller amount of steam gen-
eration; the consequent smaller steam mole-fraction proved inade-
guate to extinguish the fire.

Table 4 indicates that the minimum mole fraction of steam gen-
erated by evaporation at the time of sprinkler activation necessary
to extinguish the hexane fire would be greater than 0.30 but less than
0.39. A uniformly mixed, stoichiometric heptane-air mixture at 100°C
requires steam in the amount of 30 volume-percent of the heptane-
air-water vapor mixture in order to render the mixture nonflammable
[15]. In this study, the mixtures were nonuniform and at temperatures
much higher than 100°C; it is expected, therefore, that more than 30
percent of steam would be required to extinguish the fire.

¢ Conclusion

The cooling of combustion products and the room by vaporizing
water droplets appears to be a promising mechanism in control of
residential fires. In order to allow improved definition of the role
played by vaporization of water in sprinkler control of fires, an ex-
perimental procedure coupled with an energy balance scheme has
been developed to obtain the heat absorption rate of sprinkler
water.

"The water discharge rate, the median drop size of the water spray,
and the heat release rate of the fire source have been recognized as
the important parameters in the cooling of enclosure fires by water
spray. For the pool fires tested, the ratio of the heat-absorption rate
versus the maximum possible heat-absorption rate, divided by the
heat release rate of the fire, varies as the minus 0.73 power of the
median drop size. An extinction criterion for the hexane pool fire in
the enclosure, based on the water evaporation rate at the time of
sprinkler operation, has also been established.

5 Based on the average values over a 10-s period starting 15 s before sprinkler
activation.
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E. M. Sparrow
R. J. Krowech

Circumferential Variations of Bore
Heat Flux and Qutside Surface
Temperature for a Solar Collector
Tube

An analysis is made of the heat transfer processes in a solar collector tube subjected to
large circumferential heat flux variations on its outer surface. The analysis is carried out
for a collector plate configuration in which the tubes are situated in embossments in the
otherwise flat surface of the plate. The solar energy absorbed by the collector plate is con-
ducted to the tubes and gives rise to large heat flux spikes at discrete circumferential loca-
tions on the outer surface of a tube. The two-region heat conduction problem encompass-
ing the embossed portion of the collector plate and the tube is solved by a novel procedure
which provides closed form solutions of high numerical accuracy. The influence of system
dimensions, thermal properties, and tube bore convection is examined by means of five
dimensionless parameters, of which the Biot number was found to be the most important.
The results showed that for realistic dimensions and thermal properties of the plate and
tube, circumferential variations of the outside surface temperature and bore heat flux can
be neglected, provided that the tube flow is laminar. For turbulent flow conditions, the

Department of Mechanical Engineering,
University of Minnesota,
Minneapolis, Minn,

variations tn bore heat flux are substantially greater than for laminar flow.

Introduction

A solar collector plate is an important contemporary example of
a fin and tube array wherein the tubes are subjected to large circum-
ferential heat flux variations. From the standpoint of a typical tube,
the adjacent portion of the collector plate acts like a longitudinal fin
which delivers relatively large amounts of heat to discrete circum-
ferential locations on the outer surface of the tube. These circum-
ferential nonuniformities in outside surface heat flux can give rise to
circumferential variations both in the convective heat flux at the bore
of the tube and in the outside surface temperature. For tube and duct
flows, circumferential variations in the heat flux at the bore can cause
variations in the convective heat transfer coefficient, e:g., [1-5].
Furthermore, temperature variations on the outside surface of the
tube will lead to circumferential nonuniformities in the heat loss. The
ramifications of the nonuniformities in outside surface heat flux have
heretofore not been considered in the solar energy literature nor, for
that matter, in the literature dealing with finned heat exchanger
tubes.

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOURNAL
OF HEAT TRANSFER. Manuscript received by the Heat ‘T'ransfer Division
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The present study was undertaken to analyze the response of a solar
collector tube (or of a similar heat exchanger tube) to circumferen-
tially nonuniform outside surface heat flux. There are, of course, a
large variety of tube and plate configurations that are being employed
or proposed for solar collector plates. For the present investigation,
a model configuration was adopted which contains the essential fea-
tures of practical collector systems and which is amenable to analysis
by innovative methods.

The configuration to be studied is illustrated schematically in the
left-hand diagram of Fig. 1. As pictured there, the collector plate is
fabricated with semicircular embossments in which are situated the
fluid-carrying tubes. The thermal bonding between the contiguous
surfaces of the tube and the embossment is assumed to have negligible
contact resistance, as would be the case in a high-performance col-
lector design. Solar energy is incident on the collector plate from
above, whereas the undersides of the plate and the tubes are insulated.
The entire collector plate is made up of a succession of modules of the
type illustrated in the figure. The part of the collector plate that ex-
tends between adjacent tubes will be referred to as the fin and is of
length 2L. The half length I, (from a tube to a point midway hetween
tubes) is shown in the figure.

For typical values of the tube diameter and of the fin length 2/, the
solar flux absorbed by the fin portion of the collector plate comprises
the major portion of the energy delivered to the working fluid. Cor-
respondingly, the heat flux density at the cross section where the fin
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connects with the semicircular embossment in the collector plate is
very large compared with the flux density at any other point on the
semicircle. The effect of such a highly nonuniform distribution on the
heat flux at the tube bore and on the outside surface temperatures
of the embossment and the tube is the focus of this investigation.

The working diagram for the analysis, showing dimensional no-
menclature and coordinates, is pictured at the right of Fig. 1. The tube
(ry <r <ry) and the semicircular embossment (ry < r < ry) in the
collector plate are, respectively, identified by ¢ and p. For generality,
the tube and plate materials may be different (i.e., different ther-
mophysical properties), as may their thicknesses. The fin portion of
the collector plate is not shown in this diagram. Rather, an angle 8,
is indicated such that the fins connect to the semicircular embossment
along the ares g < 8 < w/2 and —7/2 < 0 < —0;. The heat collected by
the fins passes through these arcs and is dispersed and distributed
by a two-dimensional conduction process, ultimately finding its way
into the working fluid. Solar energy absorbed at the outer surface of
the embossment along the segment —fy < 0 < p also reaches the tube
hore via two-dimensional conduction.

The problem may be formulated at various levels of complexity.
At the extreme degree of complexity, three distinct aspects of the
problem have to be considered: (¢) coupled, two-region heat con-
duction for the configuration shown in the right-hand diagram of Fig.
1, with heat inputs from the incident solar radiation, (b) heat losses
through the cover system of the collector and through the back-side
insulation, and (¢} circumferential variations of the convective heat
transfer coefficient at the tube bore. Part (a) alone, taken together
with a uniform heat transfer coefficient at the tube bore, is a non-
elementary heat conduction problem involving a minimum of five
independent dimensionless parameters. The inclusion of part (b),
even for a relatively simple model, makes the problem nonlinear and
involves a large number of additional parameters including actual
temperature levels, radiation properties, separation distances between
the cover plates, tilt angle of the collector, wind speed, effective sky
temperature, insulation thickness and conductivity, ete. Part (¢), even
when simple models such as those of [1-3, 5] are used, requires si-
multaneous solution with part (a).

It is evident from the foregoing that it is wise to delay treating the
problem in its entirety (i.e., parts (a), (6), and (¢)) if useful resuits can
be obtained from analyzing a simplified version. As will be discussed
more fully in the final section of the paper, the predicted circumfer-
ential variations of the hore heat flux and outside surface temperature
are enhanced when the convective heat transfer coefficient is uniform
and when heat losses are neglected. ‘Therefore, solutions corre-
sponding to these conditions provide an upper hound for the actual
circumferential variations. From these solutions, values of the oper-
ating parameters can be identified for which the circumferential
variations are negligible, and this information can be applied directly
to collector design. In addition, such solutions enable identification
of the parameter ranges where consideration has to be given to parts
(b) and/or (¢).

The present paper is concerned with solutions which give upper
bounds for the circumferential variations,

Analysis

Before proceeding with the description of the analysis, it remains
to consider the distribution of the incoming solar radiation. One
candidate distribution is that depicted schematically in the left-hand
diagram of Fig. 1; namely, a uniform flux of solar energy crossing a
plane parallel to that of the collector plate. Such a distribution gives
rise to temperature and heat flow symmetry with respect to the f =
0 position defined by the coordinates in the right-hand diagram of Fig.
1.

If the solar flux arrives at an angle of inclination, then strict sym-
metry no longer exists, and it would appear that an additional pa-
rameter (the sixth of the problem) has to he employed to characterize
the degree of asymmetry. It should be noted, however, that even when
the solar flux is inclined, the unshadowed parts of the fins are uni-
formly irradiated. Furthermore, for realistic values of the dimensions
raand L, the extent of the shadowing is not significant even at mod-
erately large angles of inclination. Since the energy collected by the
fins is the dominant heat input in the problem, departures from
symmetry should, therefore, be small.

In view of the foregoing, it is reasonable to expect that the results
for the symmetry case should continue to be valid for moderate solar
inclinations. The present analysis will, therefore, be carried out for
the symmetry case. There are no essential difficulties in extending
the analytical model to accommodate asymmetry, aside from the
penalty of having to deal with another independent parameter.

L.et ¢; denote the uniform solar flux passing per unit time and area
through a plane parallel to the collector plate and « be the solar ah-
sorptance of the plate surface. With these, and neglecting heat losses
for reasons discussed in the Introduction, the energy input per unit
time and per unit area at the external surface of the embossment can
be expressed as

g1 = wse; cos b, —0, <8<y (la)

q wsei (L + r3(1 — sin 8p))
n= )
ra(Yer — )

—m/2 <0< =0pand 0y < 0 < 7/2
(1b)

Region [ represents the arc —6, < 0 < 6y along which the solar energy
is directly incident on the embossment, whereas Region Il encom-
passes the arcs of contact, —7/2 < # < —fy and g < 8 < 7/2, between
the fins and the embossment. 'The numerator of equation (16) is the
energy collected by the fins, and the denominator is the contact arc
length. The quantity r3(1 — sin o) that appears in the numerator takes
account of the fact that the front-face length of the fin is very slightly
greater than the back-face length L.

If plotted, the ¢ versus 6 distribution of equations (1) would display
a relatively gradual downsloping portion between ¢ = ¢ and 6 = 0y, at
which point there is an abrupt step increase to a flat plateau which
extends from g to 7/2. The height of the flat plateau is much, much
greater than that at any point along the downsloping portion.

The total rate of energy input to a collector-plate module consisting
of an embossment and its flanking fins can be written directly as

Nomenclature

Bi = Biot number, hry/k,

¢; = incoming solar flux

h = convection coefficient at bore

k = thermal conductivity

1. = half length of fin hetween adjacent tubes,
Fig. 1

() = rate of energy input per module, per unit
axial length

g = local surface heat flux

g = average bore heat flux, @/2rr,

r = radial coordinate

ry = radius of tube bore

Journal of Heat Transfer

r = outer radius of tube

r4 = outer radius of embossment

T = temperature

Ty = fluid bulk temperature

T* = wall temperature based on convective
resistance alone, equation (20)

«s = solar ahsorptance

n = dimensionless coordinate, r/r,

ne = dimensionless outer radius of tube,
r2/l‘1

na = dimensionless outer radius of emboss-
ment, ra/ry

ns, = dimensionless length of extended sur-
face, L/ry

# = angular coordinate, Fig. 1

fy = angle at junction of extended surface and
embossment, Fig. 1

a = sigma factor, equation (8)

¢ = dimensionless temperature,

(T = Ty)(Q/ky)

2
Subscripts
p = embossed plate
t = tube
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Q = 2a5e;(r3 + L) (2)

where § is per unit length in the axial direction. Equation (2) can also
be obtained by integration of equations (1a) and (1b).

With the heat input thus specified, consideration can be given to
the broad outlines of the solution for the temperature field. Numerical
methods were considered but not employed because of the difficulties
in handling the sharp turning of the heat flow lines in the neighbor-
hood of 8y < # < 7/2. Instead, an analytical method was devised which
yields highly accurate closed-form solutions.

The first step is to obtain a solution representation for the outer
semicircular region p and, in this connection, an alternative to Fourier
series is used to fit the heat inputs specified by equations (1). Next,
a solution representation for the inner region ¢ (i.e., the tube) is ob-
tained. Then, the solution representations are matched along the
interface between the tube and the embossment. In the matching,
account is taken of the fact that the angular ranges of the two regions
are different and that the functions which appear in the two repre-
sentations have different periods. The matching is supplemented by
an adiabatic boundary condition at the underside of the tube. The
matching and the supplemental boundary condition enable a set of
linear algebraic equations to be generated for the unknown coeffi-
cients in the inner and outer representations. The solution of these
equations provides all that is necessary to evaluate the desired heat
flux and temperature results.

To minimize the number of independent parameters, dimensionless
quantities are introduced as follows

6= (T=T)/@kp), n=rin (3a)
L h k

=22 =2 g =2, Bi==2, 2 ()
ri ry r ki t

in which T, and h are, respectively, the local bulk temperature of the
working fluid and the convective heat transfer coefficient at the bore.
€ is the overall heat transfer rate defined by equation (2).

Outer and Inner Solution Representations. The temperature
field in the embossed plate p is governed by Laplace’s equation. A
solution representation which is symmetric about 8 = 0 and which
satisfies an adiabatic boundary condition along the back-side edges
(#=%x/2,ro<r<rz)is

¢p=Ao+Bolnn+ 3 (A,n2"+ B,n~?") cos 2né (4)
n=1

where the temperature variable that appears in ¢, is Ty (r, 8). The
constants Ag, B, A, and B, are to be chosen to fit the conditions
along the inner and outer semicircular arcs.

Along the outer arc (n = »3), the heat flux is specified (equations
(1)), so that it is appropriate to differentiate equation (4) to obtain
2n

+ X (—) (Apng®™ — Bpng™2") cos 2n8 (5)
n=1 \173

q(n3,0) _ Bo
@Q/r1)  ms

In view of equation (5), it appears hatural to expand the given heat
flux distribution, equations (1), in a Fourier series of the form

q(na, 0 .
————=Qo+ ¥ , cos 2nd (8)

(Q/r1) n=1 " ’
where, in determining Qg and Q,, cognizance has to be taken of the
fact that q(ns, 0) is specified by different algebraic representations
in the circumferential Regions I and II. Therefore,

Qo = —2 [ “ o+ d()] 1
O_W(Q/rl) fo a jl:o qn s

4 o /2
[f g1 cos 2nbdf + f q11 COS 2n0d0] (6b)
m(Q/r1) 0 6o

The integrals appearing in equation (6b) are easily carried out, so that
Q, can be regarded as known.

Although it is common knowledge that a Fourier series averages
the ordinates at a point of discontinuity such as 8 = g, other responses
of the series to a discontinuity are somewhat less well known. In

(6a)
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Fig. 1 Collector plate configuration (left) and working diagram for the
analysis (right)

particular, the series overshoots at the top of the discontinuity and
undershoots at the bottom (Gibbs’ phenomenon). Other features were
revealed when the series representation (6) was plotted and compared
with the given heat flux distribution, equations (1). It was noted that
the series representation was wavy along the entire range of the §
variable, as if the aforementioned overshoot and undershoot had
propagated away from the discontinuity in the directions of both in-
creasing and decreasing 6. This qualitative behavior persisted as the
number of terms in the series was varied, although there were dif-
ferences in detail with respect to the amplitude and the frequency of
the waviness.

In view of the foregoing, an alternative representation for the given
heat flux distribution was sought and found. Lanczos [6, 7] has devised
a little-known series representation which is especially well suited for
handling functions which have discontinuities. The representation
given by Lanczos is for a solution domain and eigenvalues different
from those of the present problem, necessitating an independent
derivation, the end result of which is

q(n3, 0) N,

= Qo+ > Q.0 cos22nd (7)

(Q/ry) n=1 wr
The Qo and @, are the conventional Fourier coefficients already de-
fined by equation {6), while 5, is the sigma factor whose definition
depends on the solution domain and on the eigenvalues. For the
present problem,

1 K nw
o Ne " <N+ 1) @

For values of N that are fairly large (say, ~50), it is seen that ¢, = 1
for the initial terms of the series (small n) and that o, << 1 for the final
terms. Therefore, the o factor representation converges much more
rapidly than a conventional Fourier series.

Inspection of graphs of q(y3, §) evaluated from equation (7) showed
that the sigma factor representation rounds the corners of a discon-
tinuity more than does a Fourier series, but exhibits only very slight
overshoot or undershoot. Furthermore, in the region away from the
discontinuity, the sigma factor representation is altogether free of
waviness and ripples.

From a comparison of coefficients in equations (5) and (7), there
follows

Bo =3 = 1/7 (9a)
B, = Apma®t — Q0,327+ /2n (9b)
With these, the solution representation (4) for ¢, becomes
¢p=Apt (Um)Iny + %1 A, (2 4 patny—21) cos 2nd
ne
- g: [ st iy=20/9n]) cos 2n8  (10)

n=
where the constants Ag and A, still remain to be determined.

In the forthcoming numerical evaluation of the solution, results will
be obtained on the basis of both the Fourier series and sigma factor
representations. To facilitate this, the quantity ¢, that appears in
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equation (10) will be set equal to one for the former evaluation and
taken from equation (8) for the latter evaluation.
The temperature field in the tube wall ¢ is also governed by La-

place’s equation. If the convective boundary condition
~ke @T/3r) = h(Ty = T) (11)

is imposed at the tube bore (r = ry and y = 1), the solution takes the
form

i M m — Bi
# =Co(1+Bilnyg) + X Cm[n’"+ < .>17""] cos mb
m=1 m + Bi
(12)
where ¢, contains T:(r, #) and Bi is the Biot number defined by
equation (3b). The constants Cp and C,, await determination.
Continuity and Supplementary Boundary Conditions, The
physical constraints which remain to be satisfied by the solution
are:
(¢) heat flow and temperature continuity at the embossment/tube
interface, r = roand —#/2 < 8 < /2
(b) no heat flow at the underside of the tube, r = rpand /2 < ¢
< 37/2
Since neither temperature nor heat flux continuity is, in itself, a
sufficient boundary condition, both are needed in (a). On the other
hand, the adiabatic condition of (b) is fully sufficient, and no addi-
tional boundary condition is needed along that part of the arc.
The conditions stated in (a¢) and (b) can be expressed as

qp(ra 9), —7/2 <0< 7/2
g) =
alr2 0) (o, /2 <0 < 3n/2 a3
Tilra, 0) = Tplre, 0), —-/2 <0< /2 (14)

Equations (13) and (14) may be recast in dimensionless form and ¢,
and ¢; introduced from (10) and (12). The resulting equations, when
properly employed, provide a means for determining the unknown
A and C coefficients. With respect to the use of these equations, it
should be noted that the periods of the cosines which appear on the
right- and left-hand sides are not the same. Therefore, orthogonality
does not hold for both sides of each equation. As a result, no one
coefficient can be determined independently of the others (in contrast
to a Fourier series, where each coefficient is independent of the oth-
ers). Rather, all the coefficients have to be determined simulta-
neously.

There are two approaches that might be considered for generating
the simultaneous algebraic equations needed for determining the
coetficients. One approach is collocation (i.e., point matching),
whereby equations (13) and (14) are applied at each of a discrete set
of # values, with each application yielding an algebraic equation that
interrelates the unknowns. The collocation procedure has two
drawbacks when applied to the present problem. First, owing to the
possible sharp variations in heat flux and/or temperature in the
neighborhood of 6y < 8 < /2, the selection of the locations of the
matching points may affect the accuracy of the solution. Second, the
algebraic equations generated by employing the adiabatic condition
on the underside of the tube (i.e., second part of equation (13)) can
be solved to yield the C coefficients without involvement of the other
constraints of equations (13) and (14). This is an undesirable feature
in that the values of the coefficients should reflect all the con-
straints.

The other approach, which consists of mimicking the procedures
for Fourier series, does not suffer from either of these drawbacks. The
basis of the approach is to integrate equations (13) and (14) over their
respective ranges of applicability, using appropriate multiplicative
weighting functions prior to the integration. Thus, for equation (13),
one can write

T /2 T
2f a(rs, 0)d0=2j; ap(ra, o)do+2f/ 0d0 (150)
0 /2
T /2 .
2 f qe(rs, 8) cos £9.df =2 f ap(ry, 8) cos 28 df
1] [\]
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+2 f/” Ocos 20df (15b)
/2

where £ is any integer =1. From (15a), there follows

Co = (kp/ki)/27Bi (16a)

whereas (15b) yields

kp N N
Ce= o [Foe + 32 Taet X Xnt’An] (16b)
n=1 n=1

t
where the I'ge, Iy, and x,, are abbreviations for simple, but some-
what lengthy, algebraic expressions. Note that each C, is related to
all of the 4,,.

A similar procedure is employed for equation (14). First, equation
(14) is integrated from 8 = —x/2 to /2 (or, alternatively, from 8 = 0
to 7/2). Next, equation (14) is multiplied by cos 2j6 (j 2 1) and then
integrated over the same range. These operations yield

M
Ag=—(lnn)/m + Co(l + Bilnng) + 3 ®,noCne (17a)
m=1

M
Aj =A; + > <I>,n,-Cm (17b)
m=1

where ®,,0, $j, and A; are, once again, abbreviations for algebraic
expressions. Equations (17) indicate that each A is related to all of
the C’s.

Suppose that the respective series for ¢, and ¢; are truncated after
the same number of terms, i.e., N = M. Furthermore, let £ take on
successive values of 1,2,. .., N and, similarly, let j take on successive
values of 1, 2, ..., N. In this way, equations (16b) and (17b) can be
employed to generate 2N linear, inhomogeneous algebraic equations
for Ay through Ay and C; through Cy.

The solution of the resulting system of linear algebraic equations
was carried out on a CDC CYBER 74 computer. Preliminary com-
putational experiments were performed to examine the effect of the
number of terms and of the influence of the sigma factor versus the
Fourier series representation. The final solutions were obtained for
a 90-equation system (N = 45) in which the sigma factor represen-
tation is employed.

Representation of the Results. As was noted earlier, the pri-
mary focus of this study is on the heat flux distribution at the tube
bore and on the outside surface temperatures of the embossment and
the tube. In connection with the former, it is convenient to introduce
the average bore heat flux §

q=Q/2r

Then, upon noting that the local convective heat flux g at the bore
is given by h(T — T}), it follows that

q/q = 27 Bi(ki/kp) [¢:(6)]5=1

(18)

(19)

-where ¢, is expressed by equation (12). The departures of ¢/g from

unity provide a convenient measure of the circumferential nonuni-
formity of the heat flux at the bore.

In considering possible reference quantities for the surface tem-
perature results, it may be noted that current practice in collector
design is to ignore temperature variations across the metallic walls.
Instead, a wall-to-bulk temperature difference is evaluated on the
basis of the convective resistance at the tube bore. If (T* — T}) rep-
resents such a temperature difference, then

T% — Ty = Q/h2wry (20)

With (T* — T}) as a reference quantity, the temperature variation
at the exposed surface of the embossed plate (r = r3 and # = 53) can
be written as
Tp(rs, 8) — Ty
T — T
with ¢, from equation (10). Similarly, for the back side of the tube
(r=rpand n = 79)

3 2w Bi(k/kp) [¢p(0)]713 @n
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Ty(ra, 0) — Ty

T T, =2r Bi(kt/kp) [¢t(0)]n2

(22)

Results and Discussion

In view of the fact that the problem is governed by five independent
parameters (equation (3b)), care must be taken in the parameter value
selection so that the results can be presented coherently in a reason-
able space. Values of ro/ry in the range of 1.2 to 1.4 are typical for small
diameter pipes and tubes. However, since the results indicated that
very little additional information would be gained by going beyond
ro/ri = 1.3, computations for the ra2/r1 = 1.4 case were not performed.
Rather, to satisfy a curiosity about the extent of the circumferential
variations for very thin-walled tubes, results were obtained for ro/rq
=1.1,

For each of the three tube-wall radius ratios rq/r; (1.3, 1.2, and 1.1),
ra/r1 was varied so that the thickness of the embossment was, re-
spectively, half, equal to, and twice that of the tube wall. The length
of the extended surface, which has a direct influence on the magnitude
of the heat spike on the surface of the embossment, was assigned
values L/rq of 5, 10, and 20.

In selecting values of the conductivity ratio %,/k,, consideration
was given to the lowest and highest thermal conductivity values (those
for steel and copper, respectively) among the various metals that are
candidates for collector applications. The Biot number was deduced
from the Nusselt number and the ratio of the thermal conductivities
of the working fluid (water or a water-glycol mixture) and the tube
wall. For most collector applications involving a liquid working fluid,
the flow is laminar and the Nusselt number has a value of approxi-
mately four. For the main body of the solutions, the Biot number was
evaluated for laminar flow conditions, but some computations were
also performed for Biot numbers corresponding to moderate Reynolds
number turbulent flow.

Laminar Flow Results. Circumferential distributions of the heat
flux at the tube bore and of the outside surface temperatures of the
embossment and the tube are presented in Figs. 2-4. The successive
figures correspond, respectively, to tube-wall radius ratios ra/r of 1.3,
1.2, and 1.1. These results are for an extended surface length L/ry =
20, which is the largest among the L/r; values employed here (the
effect of L/ry will be examined shortly in more detail). The Biot
numbers for these figures correspond to laminar flow.

Each figure is subdivided into three graphs. The lower graph depicts
a case where the embossment plate and the tube are of the same rel-
atively low-conductivity material (e.g., steel). For the middle graph,
the embossment and the tube are both of a high conductivity material

¥ T T T . T T T T
Lok 1.3 115
: iS=ram _ _13 — 8i=0.004
. Kp/ky = 015
0 3 k p/kt
115 1.3
10F 13 115
: L15=r5/r 3 Bi= 0.004
N . ot kp/ky= 1O
115 LA}
N e -
a
a
Bi=0.02
Kp/ky = 1.0
T-Thp
T Ty,
L I 1 1 1 . | )

/1 =13
T T T T T T T
1.OF L9 145
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\.0———~—J — 148 TP
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Fig. 2 Circumferential distributions of bore heat flux and oulside surface
temperature for laminar flow, ro/r; = 1.3, 1.45 < r3/ry < 1.9, L/ry = 20
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Fig. 3 Circumferential distributions of hore heat flux and outside surface
temperature for laminar flow, ro/ry = 1.2, 1.3 < ry/ry < 1.6, L/ry = 20

(e.g., copper). The upper graph corresponds to the case where the tube
is highly conducting (e.g., copper) compared with the embossment
(e.g., steel). The ordinate variables and scales of the middle and upper
graphs are the same as those of the lower graph.

Each graph is, in turn, subdivided into two parts. The upper part
shows the circumferential heat flux distribution at the tube bore. The
lower part gives the temperature distribution results in terms of the
dimensionless ratios that appear on the left-hand sides of equations
(21) and (22). It is seen that the temperature curves consist of two
disconnected segments. The left-hand segment is the temperature
distribution on the exposed surface of the embossment, whereas the
right-hand segment is the temperature distribution on the back side
of the tube. In each graph, the curves are parameterized by the em-
bossment radius ratio rg/ry.

o] 20 40 60 80 100 120 140 160 180
8 (deqrees)

Fig. 4 Circumferential distributions of bore heat flux and outside surface
temperature for laminar flow, ro/ry = 1.1, .15 < r3/ry < 1.3, L/ry = 20
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From an overall view of the results, it is seen that the circumfer-
ential variations are remarkably small. For a tube wall radius ratio
ro/ri = 1.3 (Fig. 2), the extreme departure of ¢/ from unity is about
6 percent, and this is for the case where both the embossment and the
tube are of the same relatively low conductivity metal. For the other
two cases in Fig. 2, the deviations from circumferential heat flux
uniformity are almost imperceptible. The temperature distributions
shown in the figure display a degree of uniformity comparable to that
of the g/q distributions, but with a tendency to peak somewhat more
sharply.

As the tube wall becomes relatively thinner (i.e., decreasing ro/r1),
the circumferential nonuniformities tend to increase but still continue
to be small. For ro/r; = 1.2 (Fig. 3), the deviations from uniformity
for the low conductivity case (lower graph) are about 2 percent larger
than those for ro/r; = 1.3, whereas for the other cases the distributions
are even less affected by ro/r1. For the radius ratio ro/ry = 1.1 (Fig.
4), which corresponds to thinner walls than are available in standard
small diameter pipes and tubes, the results for the low conductivity
case show deviations from unity as high as 12-15 percent; however,
the other cases are, for all practical purposes, circumferentially uni-
form.

From the foregoing, it may be concluded that for standard tube
dimensions and for laminar flow, the convective heat flux at the tube
bore and the outside surface temperatures can be taken to be cir-
cumferentially uniform. In fact, as will be discussed in the final section
of the paper, the accounting of heat losses and of circumferential
variations in the convective heat transfer coefficient would diminish
the nonuniformities relative to those indicated by the present com-
putational model.

The fact that the calculated circumferential nonuniformities are
small is physically plausible. In this connection, consider the heat
current which is ducted to the external boundary of the embossment
by the extended surfaces. Lying directly ahead of this inflowing stream
of heat is the tube bore. If the convection coefficient at the bore were
relatively high, the major portion of the heat would be drawn directly
into the fluid, and relatively little would flow circumferentially
through the walls of the tube and the embossment. Under these cir-
cumstances, the circumferential distribution of the bore heat flux
would be very nonuniform, with a high peak in the region of attach-
ment of the extended surface.

On the other hand, if the convection coefficient were relatively low,
the heat stream would encounter a formidable resistance to its direct
passage into-the fluid. Instead, it is easier for the heat to flow cir-
cumferentially through the walls before entering the fluid. Conse-
quently, the heat flux at the bore would be relatively free of circum-
ferential nonuniformities.

Plausibility arguments similar to the foregoing can be employed
to explain the circumferential temperature distributions.

The preceding discussion indicates that low heat transfer coeffi-
cients promote circumferential uniformity and high heat transfer
coefficients promote circumferential nonuniformity. Since laminar
flows are characterized by relatively low heat transfer coefficients (i.e.,
Bi « 1), it is plausible that the associated circumferential nonuni-
formities are small, as was demonstrated by the results of Figs. 2-4.
By the same token, it is to be expected that larger nonuniformities
will be associated with turbulent flows, since they have relatively high
heat transfer coefficients.

In addition to the foregoing, other interesting trends can be iden-
tified in Figs. 2-4. For instance, for a fixed tube-wall radius ratio, the
effect of increasing the thickness of the embossment plate is both to
elevate and flatten the q/g distribution on the upper portion of the
tube, with similar effects on the temperature distribution. On the
other hand, both the level of ¢/§ and of the temperature distribution
are diminished on the lower portion.

The results presented thus far have been for extended surface
lengths L/ry = 20. The influence of L/rq has been examined for the
full range of the parameter values of Figs. 2-4. Inasmuch as the effects
are qualitatively identical for all cases, it is only necessary to present
a single figure to illustrate the results. In Fig. 5, circumferential dis-
tributions of bore heat flux and surface temperature are plotted in
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Fig. 5 Circumterential distributions ot bore heat flux and outside surface
temperature for laminar flow, ro/ry = 1.2, ra/ry = 1.4,5 < L/ry < 20

a similar format to that of Figs. 2-4, except that now the curve pa-
rameter is L/ry covering the range from 5 to 20. The figure corresponds
to the intermediate tube and plate dimensions ro/ry = 1.2 and rs/rq
=14.

Inspection of the figure shows that the dimensionless heat flux and
surface temperature distributions are insensitive to L/r; so that, in
effect, L/ry is an inactive parameter. The reason for this outcome is
that the energy collected by the extended surfaces is the dominant
heat input in the problem for the entire range of L/ry that was in-
vestigated. Varying L/r; serves only to vary the degree of this domi-
nance, for example, from 76 to 92 percent of the total heat input over
the range from L/r; = 5 to 20. Although the dimensionless distribu-
tions are insensitive to L/ry, the corresponding dimensional distri-
butions would be highly responsive since both ¢ and (T* — T, ) vary
with L/ ri.

Turbulent Flow Results. On the basis of the results that have
been presented, it appears that the Biot number is the most significant
parameter in affecting the circumferential variations of the bore heat
flux and surface temperature distributions. It is, therefore, of interest
to examine how these distributions respond to a higher Biot number
such as would correspond to a moderate Reynolds number turbulent
flow. To this end, Fig. 6 has been prepared. This figure is the coun-
terpart of Fig. 3, except that the respective Biot numbers are now
higher by a factor of 40. The corresponding Nusselt number is that
for a turbulent pipe flow at a Reynolds number of about 20,000 and
a Prandtl number of 10.

In appraising Fig. 6, cognizance should be taken of the ordinate
scales, which now range from zero to two or three in contrast to the
range from 0.9 to 1.1 in Fig. 3. Clearly, the dimensionless circumfer-
ential variations have markedly increased. This is especially so in the
cases where both the embossed plate and the tube are of low-con-
ductivity materials (lower graph) and where the plate itself is of low
conductivity (upper graph). In these cases, it appears that in view of
the larger ordinate values that are attained, the temperature distri-
butions are more markedly affected than the bore heat flux distri-
butions. A major cause of these relatively large values is that the
convective resitance, embodied in (7% — T}), is relatively small when
the flow is turbulent.

To provide further perspective on the temperature variations, it
is illuminating to estimate the value of (7% — T},) by employing
equations (2) and (20). For the aforementioned turbulent flow con-
ditions, (T%* ~ Tp) ~ 0.25°F (0.15°C), which is reflective of the low
convective resistance that was noted previously. In the most extreme
case depicted in Fig. 6, (T — T4)/(T* — T}) ranges from 3.75 to 0.2,
which gives a corresponding variation of (7' — T}) from about 1 to

AUGUST 1977, VOL 99 / 365

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Bi=0.16
kp/ki=0.15

3
q
{Bi=0.8
kp/kt =1.0
T-Tp
T*-Tp

0 L L L ' L 1 L 1 L
0o 20 40 60 80 100 120 140 (60 180

8 (degrees)

Fig. 6 Circumferential distributions of bore heat flux and outside surface
temperature for turbulent flow, ro/ry = 1.2, 1.3 < ra/ry < 1.6, L/ry = 20

0.05°F (0.55-0.08°C). As far as heat loss calculations are concerned,
such a temperature variation can be regarded as negligible. Therefore,
even though they appeared to be large on a percentage basis, the cir-
cumferential temperature variations are small in the absolute.

An appraisal of the effects of the bore heat flux variations shown
in Fig. 6 is a more difficult task which lies beyond the scope of the
present paper. The variations in the convective heat transfer coeffi-
cient at the bore that are induced by such heat flux variations can be
estimated by employing the analytical results as given in equation (17)
and Table 1 of [5].

Concluding Remarks

The results of the present analysis indicate that for realistic plate
and tube dimensions and materials, circumferential variations of
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outside surface temperature and bore heat flux can be neglected,
provided that the tube flow is laminar. This conclusion is strengthened
by the fact that the analytical model tends to exaggerate the cir-
cumferential variations by neglecting heat losses and assuming a
uniform heat transfer coefficient at the tube bore.

All of the available information on circumferentially nonuniform
heating of a pipe flow [1-5] indicates that the highest convective
coefficients are encountered at the least heated circumferential po-
sitions, and vice-versa. Therefore, if circumferential variations of the
convective heat transfer coefficient were to be taken into account, the
bore heat flux variations would be smaller than those corresponding
to a uniform coefficient, Furthermore, if heat losses were included in
the analysis, the largest losses would occur at circumferential positions
having the highest outside surface temperature and the smallest losses
at positions of lowest temperature. Thus, the accounting of the losses
would tend to make the surface temperature more uniform.

As a final note, brief mention may be made of the numerical accu-
racy of the results. Auxiliary solutions obtained using a system con-
taining half the number of equations and unknowns (i.e., 46 instead
of 90) yielded curves indistinguishable from those of Figs. 2-6. Only
in the neighborhood of the highest peaks were there slight deviations,
the extent of which was about the width of a pencil line. In addition,
results based on the sigma factor and on the Fourier series represen-
tations were found to be coincident within the scale of the figures
except, again, for a very slight deviation at the highest peaks.
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Media

Friction Factor for Isothermal and
Nonisothermal Flow Through Porous

Measurements were performed to determine the pressure drops for gaseous flow through

porous materials of different microstructures, porosities, and thickness under isothermal
and nonisothermal conditions at various temperature levels. Results were satisfactorily
correlated by a simple equation relating the friction factor to the Reynolds number and

porosities.

Introduction

Pressure drop for fluid flow through a porous material has been
a subject of study for many years because of its application in mining,
petroleum processes, chemical industries, and transpiration cooling.
Due to the complex geometry of most porous media and the associated
irregular flow patterns, study has been limited to experimental
measurements and correlations of test data. The well-known corre-
lations are by Ergun (reference [1]2) and by Carman-Kozeny (refer-
ence |2]) for the pressure drop in a packed bed of particles. However,
these correlations fail to represent pressure drop in geometeries other
than the packed bed of particles. In fact, there exist no valid corre-
lations for flow through a porous material having a complex micro-
structure such as those used for transpiration cooling. Also, the va-
lidity of the use of the room temperature and isothermal test data for
nonisothermal conditions at high temperature level is still unknown.
This is a very important question that must be answered because in
many engineering applications, such as the design of heat exchangers,
transpiration cooling system, gas cleaning serubbers, and other process
plants, the flow is highly nonisothermal and at a very high tempera-
ture level. For this reason, this study was aimed at the generation of
data on pressure drop through different porous materials at various
porosities under isothermal and nonisothermal conditions having
different temperature levels. Isothermal tests were performed at
different temperature levels from 278 to 1120 K. Nonisothermal tests
were accomplished at an incident heat flux up to 2.45 X 107 W/m2. The
fluids were gaseous hydrogen and nitrogen. The purpose of this paper
is to report the experimental data together with the correlations,

} This research is sponsored by NASA-Lewis Research Center under contract
No. NAS 3-12012.

2 Numbers in brackets designate References at end of paper.
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Experimental Apparatus and Test Procedures

Specimen. Three porous metal types were chosen for investiga-
tion. They were: (1) 304L stainless steel “rigimesh” wire form, (2) 304L
stainless powder form, and (3) OFHC (oxygen free high conductivity)
copper powder form. These porous metals were fully characterized
to determine the contaminate level, bulk porosity, degree of inter-
connected porosity, uniformity of microstructure, mean hydraulic
pore diameter, surface area per unit volume, and chemical composi-
tion of the parent wrought metal. The characterization procedures
and results are given in references [6-8].

Fig. 1.shows a typical rigimesh specimen mounted for testing. This
design is a result of the consideration of structural strength require-
ments and minimal conduction to maintain one-dimensional flow.
The mount is machined from a 1.27-cm thick disk of 304L stainless
steel, 6.35 cm in diameter. The mount has a slightly tapered hole 1.905
cm in diameter located on the disk center line. The rigimesh specimen
is machined to a tapered cylinder to match the mount hole. The
specimen/mount assemblies were then joined by electron beam
welding. The weld yields a metal fusion joint over the entire speci-
men/mount interface.

Thermal isolation of the test specimen was accomplished by in-
terrupting the conduction path between the specimen and the support
structure heat sink. The mount material was removed in a cylindrical
configuration around the specimen. Only a thin flange and four stif-
fening webs remained in contact with the porous specimen. This in-
creased the effective thermal resistance between the porous specimen
and the heat sink. After fabrication of the rigimesh test assemblies
the parts were cleaned by exposure to a hot trichlorethylene de-
greasing bath and subsequent “bake-out” in a hard vacuum.

The porous powder materials were produced by Nuclear Metals
Division of Whittaker Corporation. Complete details of the manu-
facture and characterization of the porous powders is given in refer-
ences [7, 8]. Fig. 2 shows a typical powder specimen mounted and
ready for test. Unlike the rigimesh specimens, the powders proved
very difficuit to electron beam weld to their holders. The primary
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SAMPLE HOLDER
TYPE 304L-S.S.

+— 2,31 CM DIA,
{+—.127 (M SLOT WIDTH

.635 CM SAMPLE
(SHOWN)

1,27 CM SAMPLE
(3% TAPER-TOTAL
ANGLE)

SAMPLE, E.B. WELD
OVER ENTIRE CONTACT
AREA

A=A
Rigimesh specimen, mounted for test

Fig. 1

problem encountered with the weld joints centered around the low
strength of the porous material, especially in the copper material and
in the high porosity specimens. This problem was solved by a brazing
technique. A braze alloy was preloaded into two small grooves in the
holder and the assembly was heated in a vacuum furnace to produce
a braze joint. The porous powder specimens were sealed on their
outside circumferential surfaces to prevent braze alloy penetration
during the oven heat cycle. This was accomplished by electroplating
a thin layer of material on the circumferential surface of the speci-
mens. The porous powder test assembly was cleaned by flushing with
distilled water and X-ray inspected prior to testing to check for any
possible braze infiltration.

Isothermal Facility. The isothermal test system is shown sche-
matically in Fig. 3. It consists of three basic components: the hydrogen
supply and control network, the hydrogen heater, and the system
instrumentation.

A hydrogen supply system utilizes a bottle farm made up of 28
bottles with a charge pressure of 4.1 X 107 N/m2 having a total hy-
drogen capability of 372 m® at standard conditions.

A regulator at the manifold end of the bottle farm gives a controlled
supply pressure of 1.38 X 107 N/m?2 during a test run. The hydrogen
flow rate was controlled by manually regulating the pressure drop
across the porous specimen.

A hydrogen heater capable of meeting the test requirements was
developed as shown in Fig. 4. The unit was driven by an electrical
resistance heated core of molybdenum wire, helically wound in a dense

Nomenclature

SAMPLE HOLDER
TYPE 304L-S.S.

2,31 CM DIA.
—=l+,127 SLOT WIDTH
BRAZE FILLER RESERVOIR —V e ,635 CM SAMPLE SHOWN

BRAZE ALLOY @ j& §

A
PRELOAD GROQVES '

. SAMPLE, ELECTROFORM

1.27CH SAMPLE \% SEAL OVER ENTIRE

CONTACT AREA
A=A

Fig. 2 Powder specimens, mounted for test

array supported by beryllia insulators.

The resistance heater assembly was 3.81 cm in diameter and ap-
proximately 46-cm long. Concentric with the heater core was a cy-
lindrical heat exchanger device. This device was constructed from a
152-c¢m long, 0.635-cm dia stainless tube of 0.0508-cm wall thickness.
The stainless tube was wound over a bar to form a cylinder 5.08 cm
in diameter in the same manner as a coil spring. The seam between
adjacent coils of tube was welded along the entire coil length to form
a sealed cylinder. When installed in the pressure vessel the heat ex-
changer and resistance core were arranged so that the incoming hy-
drogen flowed through the heat exchanger before passing over the
resistance heater core. Also, the system was equipped with a valve,
external to the pressure vessel, which allowed a bypass flow of hy-
drogen directly from the supply to the resistance core. This arrange-
ment yielded a heater with a very wide operating range. For tests
where the mass flow was very small, essentially all the heat transfer
takes place in the tube coil. On the other hand, for the high flow rate
tests, the heat exchanger was partially bypassed to avoid excessive
pressure drop, and velocity in the core was sufficient to accomplish
the required heat transfer. The resistance core temperature ranged
between 1400 and 2200 K (lengthwise average) depending on test
conditions, while the stainless tub coil ranged from 940 to 1400 K.

Isothermal Test Instrumentation. The hydrogen mass flow was
measured by “short radius” ASME orifice plates, with six different
diameters required for the total flow range. The pressure level and
pressure differential across a plate were measured with strain gage

s = internal surface area per unit volume

d = hydraulic diameter or diameter
f = friction factor

g = gravitational constant

H = length of cylinders

k = viscous permeability

L = thickness of porous material

m = mass flux

D = pressure

Ap = (Pup_Pdn)

R = gas constant

force

force
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B = pressure drop coefficient due to inertia

u = viscosity
£ = porosity—voil volume/total volume
p = density of coolant

Re = Reynolds number

T = temperature

x = coordinate axis

« = pressure drop coefficient due to viscous

Subscripts

¢ = cylinders

dn = downstream
p = particle

up = upstream

Superseript
~ = mean value
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4,1x107 N/M2 HYDROGEN SUPPLY
MANUAL STEP-DOWN REGULATOR

137 CM ,216 CH DIA.
ORIF[CES PLATES

SPECIMEN THERMOCOUPLES
T/0
O

O 00
T/CT/CT/C

0-3.45x105 N/M2

+*
i
'

0O 6OLIBY-PASS

,0381 1.016

LOW PASS FLOW MEASUREMENTS 1% o DA

VENT n-%

Fig. 3 Schematic of isothermal test setup

transducers. For pressure differential across the orifice plates, the
transducers used were 0-3.45 X 105 N/m? and 0-2.07 X 108 N/m?2 The
overall error in the mass flow measurement system was less than +3
percent. For the pressure level and pressure differential across the
porous specimen, the transducers used were 0-6.9 X 10 N/m? and
0-1.38 X 107 N/m?2. The error in pressure measurements is less than
+17% percent.

Temperature measurements were made with chromel-alumel
thermocouples. The gas temperature was measured directly upstream
of the test specimen with a shield thermocouple and again down-
stream of the specimen. The specimen material temperature was
measured in three locations at the downstream surface. The three
locations were at the center, the edge, and midradius on the specimen.
These surface thermocouples were spring loaded, yielding a high
surface contact force.

Nonisothermal Test Hardware. The general layout of the heat
transfer test system is shown schematically in Fig. 5. The major test
system components are the hydrogen supply which is essentially the
same as that for isothermal test, arc-image furnace and light pipe, and
the test chamber and instrumentation,

WATER COOLED PRESSURE VESSEL

MOLYBDERUM HEATER ELEMENT

BELLONS
$ INLET

POROUS SAMPLE

/ TUBE COIL HEAT EXCHARGER —/
OUTER WALL (IKSULATED)

Fig. 4

TO POWER SUPPLY

Isothermal hydrogen heater
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- 7
Py “2-‘84:;;;)LYN/M2 Py = 6.9x106 - 1.38x107 /M2
2 3
Lo7 B Pg = 6,9x100 /W2
Tg = AMBIENT
M= 5.5¢1075 - 1.4x10-3 Ka/SEC
=0 - 2,5x107
My PURGE Q =0 - 2.5x107 W/
COMTROL CIRCUIT
/— 50 KW ARC IMAGE FURNACE
”‘J__(__.__. gl 7
foTo K ——
~
SAMPLE QUARTZ WINDOW

Fig. 5 Diabatic test schematic

Arc-Image Furnace. A comprehensive description of the de-
velopment and calibration of the arc-image furnace is given in refer-
ence [9]. A special feature of the lamp is its small (6-mm) arc gap. The
small gap provides the high radiance and source geometry required
to yield the desired irradiance at the target with the 56 cm collector.
The lamp was designed and built by the Tamarack Scientific Com-
pany.

A light pipe was used to obtain a more uniform heat flux distribu-
tion at the test section. A typical heat flux scan with the light pipe is
shown in Fig. 6.

Heat Transfer Test Instrumentation. Test temperature at the
orifice location and the upstream gas and specimen temperature were
measured with chromel alumel! thermocouples referenced at 340 K.

Tests with multiple thermocouples located on various test speci-
mens showed that there existed only very small radial temperature
gradients in the porous specimens. Therefore, a surface temperature
measurement made at the specimen edge would yield nominally the
same data as a measurement made at the center. The material surface
temperatures were measured by spot welding a small (0.0127-cm dia
wire) thermocouple junction at each specimen edge.

The hot side gas temperature was measured by a probe shown in
Fig. 7. The probe is basically two tubes, one copper and the other
stainless steel. The stainless tube has a coolant flow of gaseous ni-
trogen which flowed down the tube intertor and returned via a smaller
tube within the stainless tube. The copper tube runs parallel with the
stainless tube in such a way that it is in the shadow of the cooled
stainless tube at the entrance to the light pipe. The arrangement re-
duces the heat load on the copper tube by protecting it with the cooled
stainless tube. The copper tube terminates 0.635 cm from the heated

I 1,905 CM |

6
20x10 r

12 F

Fig. 6 Typical high-power scan with light pipe
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Table1 Test variables and ranges
Porous materials: Stainless steel rigimesh, stainless steel
sintered spherical particles, OFHC sintered
spherical particles

Porosities: 10-40 percent
Thickness: 0.635-1.27 cm
Temperature
(isothermal): 278-1120 K
Incident radiation: up to 2.45 X 107 W/m?
Temperature

gradient
(nonisothermal):  0-10° K/m
Pressure level: 1.52 X 105 N/m?-11 X 107 N/m?
Mass flux: 0.5-84 kg/m?2-5
Gas: Hg, Nz

specimen surface. A small (0.0625-cm dia) sheathed thermocouple
was located within the copper tube, and held on the center line by
small spacers. Due to a positive pressure, a sample of the heated hy-
drogen flows through the copper tube and past the thermocouple
junction yielding the desired temperature data. The pressure drop
available for this flow is largely spent at the thermocouple junction
and near vicinity. Therefore, the velocity at the junction is quite high
and the thermocouple setup has a high recovery factor.

Results, Tests have been performed over a wide range of variables.
A summary of variables and their ranges are presented in Table 1.
Detailed test conditions and results are reported in reference |6). Only
graphieal results are presented here.

Correlation of Results

Basic Equations. All published experimental data showed that
the pressure drop for flow through porous media can be represented
as the sum of two terms, one linear in the velocity (viscous contribu-
tion) and the second quadratic in the velocity (inertia contribution)
(references (1-5, 11]). Thus, all the pressure drop data are correlated
in a form derived from the following equation.

By .9
_dp_ e M (0
dx 24 08

Using the equation of state for ideal gas, p = p/RT, equation (1) can

be integrated to give:

sap = oML yI0L ©)
4
where
5= _Puwt Pan
RT 2RT
A-Pz'PuD—Pdn

Equation (2) may be rewritten in terms of the more familar pa-
rameters, friction factor f, and Reynolds number Re, as follows:

d 1
fRe? = 20— Re + 28~ Re? 3)
5 s
where
pA
f = __p__p__ (4)
1m?
2 g
nd
Re="2 )
. o

Characteristic Length

The characteristic length used in the Reynolds number and friction
factor are the hydraulic diameter d and the reciprocal of the internal
surface area per unit volume s. The numerical values of d and s, as
taken from the mercury penetration measurements of references [6,
8], are given by the following expressions:
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1.28 X 10738 £1.68 (vigimesh)
2.2 X 1074 £1-18 (sintered stainless steel powders)

d=
1.51 X 1074 £118 (sintered OFHC copper powders) ®

3.2 X 102 £~0-58 (rigimesh)
1.69 X 103 £~016 (gintered stainless steel powders)

= 7
d 2.46 X 103 £7016 (sintered OFHC copper powders) M

For the packed bed of spheres and cylinders, the surface area per
unit volume is given by: .

6
—(1-§ spherical particles
dp

s 4 (8)
2(1 — ¢ .
~(—-——£—)-—— +2 cylinders
d.
The hydraulic diameter is calculated from:
4,
d=2 ©
s

Correlation Equations

When the isothermal test data are plotted in a log-log format, it is
found that fRe? can be represented by a set of parallel lines. For
nonisothermal cases, the same correlation is valid provided that the
property values p and u are evaluated at the log mean temperature
defined as:

(10)

where T'y and T's are the gas temperature at the inlet and outlet sur-
faces, respectively. It may be pointed out that the log mean temper-
ature is the true average temperature of the gas when the temperature
is an exponential function of x, the distance through the specimen.
No attempts were made to determine the temperature distribution
in the porous media in this study. However, it was shown in reference
[14] that the temperature in porous media varies exponentially along
the flow direction. It was for this reason that the log mean temperature
was employed for the evaluation of the property values in noniso-
thermal cases.

1t was found that the coefficient @ and 8 in equations (2) and (3)
are functions of material structure and porosity. For each material
structure, the correlation can be simply represented by:

fRe? = C1y(1 + Cay)

where:
Re

=— 11
1 - &) (

y

and Cy, Cy, n are constants.

For the material in this study and the data on packed beds of

spheres, cylinders, and cubes |12, 13], the constants Cy, Cs, and n are

given in Table 2. A comparison of test data and correlations is shown
in Figs. 8-11.

Fig. 8 shows a comparison between the correlation (equation (11))
and the test data for sintered 304L wire mesh (rigimesh). The porosity
of the material was from 0.095 to 0.408 and the temperature was from
278 to 1120 K. Both isothermal and nonisothermal data are shown.
For the nitrogen gas, only isothermal tests were performed. Clearly,
Fig. 8 shows that the correlation given by equation (11) represents the
data satisfactorily.

Fig. 9 shows a comparison between the correlation equation and
the test data for sintered 3041 stainless spherical powders at various
porosities. The incident heat flux was up to 2.45 X 107 W/m? and the
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Table2 C,, Cy, and n of various porous structures

Porous
structures Cy
Woven and sintered wire mesh (rigimesh) 1.99
Sintered 304L stainless spherical powder 3.42
Sintered OFHC copper powder 10.7
Packed bed of spherical particles, cylinders, or cubes 22.8
STAINLESS STANDOFF 0635 CH DIA.
RADIANT
-
STAINLESS HEAT FLUX
QUTER TUBE — <t GAS FLON
LT ——— = S
REFLECTING SUHFACE A -
STAINLESS POLISHED POROUS SPECIMEN
INNER TUBE COPPER TUBE
,1854 CH DIA, ,2337 CH DIA,
STAINLESS SPACERS LLGHT PIPE
SUPPORT TUBE COOLED OUTER & [NNER
.9525 CH DIA, STAINLESS TUBE
TYPE “K" THERMOCOUPLE
0635 CH DIA, FULL RADIUS BRAZE JOINT
Hy SUPPLY STAINLESS COPPER TUBE
HyTo |5 Hy GAS SAHPLE AN
anit venr Tt A-A
VIEW ENLARGED
Fig. 7 Gas temperature measurement probe
108 =
- SYMBOL POROSITY TEMPERATURE HEAT FLUX
C 0 W/M2
L e 095 290 0
L o . 187 890 - 1120 0
- . 278 0Chy)
B a 408 280 0
v 408 278-700  1.23x107
107 3 o 408 288 - 1070  2.45x107
-
r
106
»
FRE2 F
-
l()5 —
1ot L1 Laaagl il 111t
103 104 10° 108
RE
[E ( 1-€) ] 3.9
Fig. 8 Pressure drop characteristics for flow through sintered 304L wire mesh
(rigimesh)
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Ref.
Ca n Porosities Re source
7.39 X 1075 3.9 0.087 — 0.40 0.7 — 870 10
8.88%x1075. 3.8 0.1 —0.31 0.5 — 150 10
7.55 X 1074 2.8 0.1 —-0.31 0.35 - 96 10
1.17 X 1073 2 0.359 — 0.478 30 ~ 1100 12&13

temperature level up to 1100 K. Again, the correlation appears to
represent the data quite well.

Fig. 10 shows a comparison between the correlation equation and
the test data of sintered OFHC copper spherical powders. Again, it
may be concluded from Fig. 10 that the correlation equation (11)
represents the experimental data of OFHC copper powders very
well.

Fig. 11 shows a comparison between the correlation equation and
the test data for a packed bed of spherical particles, cylinders, or cubes
[12, 13]. The porosity was from 0.357 to 0.478. Even though the mi-
crostructures vary quite considerably, the correlation equation rep-
resents the test data quite well.

In reference [4], experimental data on pressure drop for com-
pressible gas flows in a foametal specimen at 0.95 porosity were re-
ported. The data are replotted in Fig. 12. Since there is no detailed
information on the microstructures of the foametal, the variables in
Fig. 12 are similar but not identical to those in Figs. 8-11. Clearly, Fig.
12 shows that the data are neatly represented by a simple line. This
indeed gives another check on the validity of the correlation form
given by equation (11).

10/

T T1TTN

100

T lﬁll"ﬁ

T

105 —
FRe2 C
r SYMBOL POROSITY TEMPERATURE  HEAT FLUX
K W/
108 ° L1123 286 - 290 0
E x \1123 977 - 1022 0
- o 2 288 0
o .22 1016 - 1094 0
e v 2118 288 - 650  1.23x107
o .28 294 - 1011 2,45¢107
B 4 .3186 285 i
103 Loyl Lo gl S|
103 104 10° 108
Re
[#(1-8)]38

Fig. 9 Pressure drop characteristics for flow through sintered 304L stainless
special powders
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In reference [5), isothermal pressure drops through porous materials
at several temperature levels were reported. Insufficient information
is provided for replotting the data in the form given by equation
(11).

An examination of Figs. 8-11 shows that the correlation given by
equation (11) represents all the test data at various porosities and
geometry quite well. Also, since the correlation includes the data for
both hydrogen and nitrogen, it may be concluded that the correlation
is equally valid for other gases. Finally, since the data includes room
temperature gas, high temperature gas, and isothermal and noniso-
thermal conditions, it is clear that the correlation is valid for both
isothermal and nonisothermal flow at all temperature levels of prac-
tical interest provided that the property values of the gases are eval-
uated at a log mean temperature.

Coneclusions

Pressure drops for gaseous flow through porous materials of dif-
ferent microstructures, porosities, and thicknesses have been mea-
sured under isothermal and nonisothermal conditions at various
temperature levels. The significance of this study includes:

1 Friction factor for flow through porous media under room
temperature and isothermal conditions is applicable for high-
temperature and nonisothermal conditions provided the
property values of fluid are evaluated at a log mean temperature
between the inlet and exit planes. '

2 Friction factor as a function of Reynolds number is independent
of gas type (Ng, Hg, etc.) and temperature levels.

3 For flow through rigimesh, sintered powder, and packed bed
of particles, the pressure drop can be computed from the
equations presented in this paper.

4 For flow through porous media having microstructures other
than those studied herein, simple isothermal tests are required

107
F SYMBOL POROSITY TEMPERATURE HEAT FLUX
F ® /M2
T e 1038 290 - 296 0
L« 1038 845 - 878 0
o 1988 288 - 294 0
Fooa L3004 288 - 294 0
v 3004 204 - 850 1.23x107
6L o 3004 294 - 9y 2,45x107/F
B
FRe? |
m“r
.
r_
v
m3 L L|||||J, L4l L 11t
102 103 10" 10°
Re

Fig. 10 Pressure drop characteristics for flow through sintered OFHC copper
spherical powders
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. .
10 POROSITY

£ SYMBOL GEOMETRY OF PARTICLES T
E oo 404 5588 CM SPHERE
- o 415 .2286 CM SPHERE
[ e 416 3048 CM SPHERE
m oo 422 8433 CM SPHERE
- e 436 4762 CM SPHERE
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v v .368 3175 CM CYLINDER
07 E= o 37 635 CH CYLINDER
N .38 1.27 CM CYLINDER
- a 41,9525 CM CYLINDER
-« ,478 9525 CM CYLINDER
) 417  .635 CM CUBE
- oo (469 .9525 CM CUBE
100 —
fRe2 L
10°
L
i L
10“ ] i Illllll 1 Illlllll ) 1 [
107 10’ 10* 10°
Re
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Fig. 11 Pressure drop characteristics for flow through a packed bed of

spherical particles, cylinders, or cubes
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Fig. 12 Pressure drop characteristics for flow through foametal (porosity
=0.95, k = 2.04 X 1074 cm?[4])
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to determine the correlation constants Cy, Cy, and n in equation

(11).
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The Concept of Irreversibility in
Heat Exchanger Design:
Counterflow Heat Exchangers for
Gas-to-Gas Applications

The thermal design of counterflow heat exchangers for gas-to-gas applications is based on
the thermodynamic irreversibility rate or useful power no longer available as a result of
heat exchanger frictional pressure drops and stream-to-stream temperature differences.
The irreversibility (entropy production) concept establishes a direct relationship betiseen
the heat exchanger design parameters and the useful power wasted due to heat exchanger
nonideality. The paper presents a heat exchanger design method for fixed or for minimum
irreversibility (number of entropy generation units Ng). In contrast with traditional de-
sign procedures, the amount of heat transferred between streams and the pumping power
for each side become outputs of the Ng design approach. To illustrate the use of this meth-
od, the paper develops the design of regenerative heat exchangers with minimum heat

transfer surface and with fixed irreversibility Ng.

Introduction

Traditionally, counterflow heat exchangers are designed to ac-
commodate the transfer of a certain amount of heat between two
fluids at given flow rates and inlet temperatures with specified
amounts of pumping power for each stream. Actual design techniques
are presented in detail in many thermal engineering texts [1, 2].!

By specifying the amount of heat to be transferred from stream to
stream, the designer specifies the heat exchanger effectiveness or, in
effect, the size of the stream-to-stream A7 across which the heat
transfer is to take place. At the same time, by specifying the amounts
of pumping power invested in pushing each stream through the heat
exchanger, one specifies the frictional AP allowed for each side. It is
important to realize that the heat transfer across the stream-to-stream
AT and the frictional AP experienced by each stream represent two
different facets of one single aspect of the heat exchanger, namely,
its degree of thermodynamic irreversibility.

Therefore, it seems natural to base the design process on the
specification of how irreversible the resulting unit can be instead of
specifying the allowable AT and AP’s. Once the irreversibility level
is selected, the heat exchanger geometric parameters can be chosen

! Numbers in brackets designate References at end of paper.

Contributed by the Heat T'ransfer Division for publication in the JOURNAL
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division
November 17, 1976.
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to achieve this level. Features such as the heat exchanger effectiveness
(i.e., the amount of heat transferred between streams) and the
pumping power needed for each stream become outputs of the design
method.

The objective of this paper is to propose a heat exchanger design
method based on the concept of thermodynamic irreversibility (en-
tropy generation). The class of gas-to-gas counterflow heat exchangers
was selected to illustrate the method. For the sake of clarity, the
discussion focuses on nearly ideal (small AT, small AP’s) and nearly
balanced (Cpin & Cmax) counterflow heat exchangers of the shell-
and-tube type.

Entropy Generation Analysis
In an engineering system in steady state, the rate of thermodynamic
irreversibility [ is directly related to the lost (wasted) useful power

(3],
j= Wrcvernible - Wnc[uul (1)

In power systems, J represents that fraction of the maximum theo-
retical power output no longer available due to system irreversibilities.
In refrigeration systems, [ is power required in addition to the mini-
mum theoretical power input. Quantitatively, the system irrevers-
ibility rate [ is equal to the product of the environment absolute
temperature T\ and the net entropy generation rate for the system

(3,
i= T()Z:S 2)
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In equation (2), the summation is carried over all irreversible com-
ponents present in the system. Thus, by estimating the rate of entropy
generation S of one system component such as a heat exchanger, one
determines the degree to which that component contributes to the
total useful power wasted by the system. The analysis which follows
is based on calculating the rate of entropy generation S in the heat
exchanger.

The design approach presented here applies primarily to regener-
ative-type heat exchangers used in gas turbine power cycles and low
temperature refrigeration/liquefaction plants. The number of entropy
generation units Ng design method recognizes the fact that regen-
erators serve the function of isolating the hot end of the cycle from
the cold end. For example, the key function of a Brayton cycle re-
generator is not to transfer a given amount of heat from one stream
to another but rather to allow the extreme temperature ends of the
eycle to exchange dense fluid for less dense fluid in the most reversible
way possible. A similar observation can be made relative to the pur-
pose of the blood counterflow present in the legs of wading birds.

Irreversibility analyses of heat exchangers designed to transfer a
certain, specified, amount of heat between streams have been reported
in the literature [4]. It seems that the method of designing for specified
irreversibility or for minimum irreversibility has so far been used only
in low-temperature engineering, especially in the thermal design of
large-scale superconducting systems for power conversion, trans-
mission, and storage. In particular, this technique was applied to the
thermodynamic optimization of heat exchangers for load-carrying
supports of large superconducting systems [5-8].

Counterflow Heat Exchangers for Gas-to-Gas
Applications

Consider the counterflow heat exchanger shown schematically in
Fig. 1. For each of the two ideal gas streams the following quantities
are given:

—inlet temperatures, 77 and Ty,

—inlet pressures, Py and P,

—-capacity rates, (mcp)1 = Cmip and (mep)a = Crax.

Note that no assumption is made at this point concerning the relative
magnitude of the inlet temperatures, the stream-to-stream AT’s and
the frictional AP’s. The counterflow of Fig. 1 is the most general ar-
rangement, although for ease of orientation, subscript 1 was assigned
to the quantities referring to the stream with the smaller of the two
capacity rates. While following the analytical development of the ir-
reversibility method, the reader will find useful the sketch of Fig. 5.
The regenerative heat exchanger of Fig. 5 will eventually be discussed
in the design example which concludes the presentation.

We will now take a close look at the rate of thermodynamic irre-
versibility present in the heat exchanger and see how it is affected by
changes in the heat exchanger geometry. The time rate of entropy
production in the heat exchanger as an open system is calculated by

performing an entropy flux analysis on the control volume of Fig.
1:

S = m1(Sout ~ Sin)1 + Masout ~ Sin)2 (3

In equation (3), the heat transfer across the exchanger outerwalls was
assumed negligible. Expressing the ideal gas entropy changes in terms
of the end pressures and temperatures [9, 10], equation (3) be-
comes

S= Coinfln (T'1,,/T1) + (R/ep)1 In (P1/P1,0)]
+ Cmax[ln (TZO‘,L/TZ) + (R/Cp)Z In (PZ/PQouc)] 4)

where the stream outlet properties depend on the actual geometry
chosen for the heat exchanger. The first law of thermodynamics for
the control volume of Fig. 1,

Cmin(Tl - Tlom) + Cmax(T2 - TZOug) =0 (5)

coupled with the definition of heat exchanger effectiveness [1],

e= (T = TINTe—Ty) (6)

allows us to eliminate T, T's,,, expressing 8 solely in terms of the
given parameters and ¢, (AP/P); and (AP/P),.
Defining the number of entropy production units Ng as

Ng = 8/Cmax (7)

the heat exchanger rate of entropy production formula (4) takes the
following nondimensional form

Chi T
NS=—-’“ﬂ1n[1+s<——2—1)]
Cmax Tl
+1n[1—9“—iﬂe<1—21>]
Cmax T2
Chin A
__m_<_R.> In <1_ﬁ>
Cmax 1 Py

¢p
- (—]i) In (1 —A—-PZ> (7a)
Cp/ 2 P

Expression (7a) shows a separation of the entropy production
contribution due to the stream-to-stream temperature difference AT
(the first two terms) from the contribution due to frictional pressure
drops (the last two terms). The former, however, mixes together the
AT effect caused by capacity rate imbalance (Cpax > Cmin) with the
AT effect caused by the availability of only a finite amount of heat
transfer area (finite Ny, or € < 1). A simpler, much more instructive
form of the entropy production expression (7a) is obtained if one
considers counterflow heat exchangers in the following limiting
conditions. )

rm———]N O enclature

a = imbalance coefficient, equation (21)

S = rate of entropy production

A = heat transfer area
A, = flow cross section
b = imbalance coefficient, equation (23)
B = ideal gas constants ratio, equation (24)
¢p = specific heat at constant pressure
C = capacity rate
D; = tube inside diameter
Dg = tube outside diameter
[ = friction factor
g = dimensionless mass velocity,
G /(2 o P)1/2
G = mass velocity
I = rate of thermodynamic irreversibility
L = flow length

Journal of Heat Transfer

m = mass flow rate

Np; = Prandtl number

NRge = Reynolds number

Ng = number of entropy generation units

Nsg,ap = Ng due to friction AP in the chan-
nel :

Ns ar = Ng due to heat transfer across a fi-
nite AT

Ns¢ = Stanton number

Ny = number of heat transfer units

P = pressure, absolute

rp = hydraulic radius

R = ideal gas constant

s = specific entropy

T = temperature, absolute

U/ = overall heat transfer coefficient

Vol = heat exchanger volume per side

W = mechanical power

A = difference

¢ = heat exchanger effectiveness

p = gas density

7 = temperature span parameter, equation
(22)

Subscripts

0 = environment

1 = low capacity rate side
2 = high capacity rate side

AUGUST 1977,VOL 99 / 375

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



STREAM 2

LENGTH

CONTROL -
YOLUME

sTReAm 1

Fig. 1
changer

Schematic of temperature distribution in a counterflow heat ex-

I Nearly Ideal Heat Exchangers. This limitis characterized
by small stream-to-stream A7"s and small frictional AP’s such that
the following inequalities hold:

1—exl (8a)
and

(AP/Phox1 (8b)
Rewriting expression (7) in the limit (@, b) and expressing ¢ in terms

Othu,
min T / max mi [
¢ _2+£T‘_.]I][1~£,ﬂ<1_.ﬁ>]
Cmax T2
T2
(*-7)
Ty

Ng~——In
max Tl Cmin
Cmin 2 Cmin
e ()
Cmax Cmax _ Cmin (] E)
Cmax T2
X [ N <1 Cmin) ]
€ TV tu -
P U T
Cmin Cmin
1———exp | —Ny <1 - “‘——)
Cax Cinax

200G @

cp cp

Form (9) was obtained by linearly approximating the logarithms
containing ¢ and the AP’s, using the expansionIn (1 + y) ~ y — y2/2
+...,in which y « 1. The higher order terms neglected by each of
the linear approximations amount to less than 10 percent if

Tl 2
e>1—(0.18) ——=— (10a)
| Ty — T
and ’
(AP/P)y 5 < 0.2. (10b)

Conditions (10a) and (10b) are met by a wide range of regenerative-
type heat exchangers used in power and low-temperature refrigeration
cycles (see numerical example at end of paper).

In equation (9), Ny, is the conventional number of heat transfer
units [1] AU/Cmin where A is the total heat transfer area and U the
overall heat transfer coefficient based on A. The first two terms in the
Ng expression (9) represent the contribution from capacity rate im-
balance, the third is the contribution due to finite Ny, and the last
two are the contributions due to fluid friction in the heat exchanger
passages.

The Ng contribution due to capacity rate imbalance,

Cmin T Cmi, T
24 In [1 ———’(1 ~—1>] (11
max 1 Cmax T2

is shown graphically in Fig. 2. As expected, the number of entropy

NS,imbalance =

376 / VOL 99, AUGUST 1977

generation units increases as the imbalance becomes more pro-
nounced. Ng imbalance 1S the only contribution left even in the “ideal”
design characterized by infinite heat transfer area and zero core
pressure drop. Hence, for an imbalanced counterflow heat exchanger,
the size of N imbalance tells the designer when he has reached the point
of diminishing returns in trying to reduce the overall number of en-
tropy generation nnits Ng by increasing the Ny, and decreasing the
frictional AP’s.

IT Nearly Balanced Capacity Rate. In many gas-to-gas ap-
plications the counterflow heat exchangers of the type discussed here
must handle balanced streams (Cppin = Cax) or almost balanced
streams (Cpin 22 Cay). The former case is typical of regenerative heat
exchangers for gas turbine cycles; the latter most notably appears in
the design of helium gas heat exchangers for low temperature refrig-
erators and helium liquefaction systems.

Applying the calculus of limits as Ciyin > Cmax, the number of en-
tropy production units (9) reduces to

T T2 1
Ng =~ NS,imbalance + <\[_‘;“ \/:>

T: T3/ Nu

a2 (), @) 0).(5), o

Cp

Expressing the overall Ny, in terms of the Ny, for each side of the heat
transfer surface,
1 _ 1 Comin 1
Ntu N[Lt[ Cmax Ntug
the overall number of entropy production units Ng is divided into
three separate contributions:

Ng =~ NS,imbalance + NS\ + Ns,

(13)

(14)

In the limit Cpin — C nax the imbalance term given by equation (11)
reduces to

Coax ) (L2 Loy, T2y g

Cmin Tl Cmax Tl

Clearly, if Cin = Cmax, the imbalance term vanishes. Except for the
capacity rate ratio which is close to unity and acts as an imbalance
correction factor, the number of entropy production units for each
side has an identical form

NS,imbalance = <

21 min R AP
e (VE- VI E8) () o
T Ts/ Nuy, Cpax \cp/ 1\ P /1
Crin /4 /T2 Tine 1 R\ /AP
v g (VEVE) i (LG,
Cmax Tl TZ Ntug Cp/ 2 P /2

N
RN
N

0.5 1 2
T/T,

)

Ns,imbalance

Fig. 2 Number of entropy generation units due to
versus the ratio of stream Inlet temperatures

ity rate imbal

p
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Ns,, appears now as the sum of one contribution due to heat transfer
across the heat exchanger AT and one contribution due to frictional

AP losses,

Ns,;=Nsar; + Nsap,, (18)

Expressions (16)-(18) point out how increasing the number of heat
transfer units and/or reducing the frictional pressure drop amounts
to reducing the degree of irreversibility of that side.

The uncoupled form (16)—(18) is the reward for having considered
the two successive limits, I and II. We will now analyze the manner
in which the design parameters of one side of the heat transfer surface
affect the number of entropy production units per side, Ng, ,.

Number of Entropy Generation Units for One Side

From a design standpoint, we are interested in those combinations
of hydraulic radii (rp,, 74,), minimum free-flow areas (4., A¢,), and
flow lengths (L1, L) leading to an acceptable number of entropy
generation units selected for the heat exchanger. For the limiting cases
under consideration, the first thing we must do is to express Ns in
terms of the actual flow parameters. However, since the one-side
contributions (16) and (17) have a similar outlook, we will perform
this transformation once, for one side only.

First, from the definitions of number of heat transfer units and
friction factor for one side we have [1]

Ntu1,2 = (L/rh)NSt
(AP/P),2 = f(L{rn)G?/(2pP)

(19a)
(19b)

where the notation, the same as in reference [1], is explained in the
Nomenclature. In writing equations (18) and (19) we have limited the
discussion to bare surfaces and pressure drop dominated by core
friction losses, respectively. In this analysis the group G/(2pP)1/2
appearing in equation (19) is treated as a dimensionless mass velocity,
g. Substituting equations (19a) and (19b) into equations (16) and (17)
yields

T

N, = (T/%MI + bBf(L/r)g? (20)
where
’ ar=1; a2 = Crin/Cmax (21)
= (VTST, = VT1/Ty)? (22)
b1 = Croin/Crmax; by=1 (23)
By = (Rlep)i; By = (Rcp)s (24)

The Stanton number Ng; and the friction factor f are both functions
of the Reynolds number Ng.. Thus, the number of entropy generation
units for one side N, , is a function of three independent flow pa-
rameters, Nge, L/rp,, and g. Since the mass flow rate for each side is
given, specifying these parameters is equivalent to selecting the three
geometric unknowns per side, rp, A, and L.

The dependence of Ng,, on Nge, L/ry, and g, equation (20), is
shown qualitatively on the three-dimensional logarithmic plot of Fig,
3. The construction of Fig. 3 is actually based on turbulent flow inside
round tubes, where both Ng; and f vary as Re%2; one can construct
qualitatively similar three-dimensional plots for other common heat
exchanger surfaces. A

For a given L/r, and Nge, the number of entropy generation units
generally increases as g increases. Unlike g, the ratio L/r; plays a
definite trade-off role: for a fixed g and NRge, there exists an optimum
L/ry, for which the resulting Ng, , is a minimum. Large values of L/r),
lead to irreversibilities dominated by fluid friction in the heat ex-
changer passages. Conversely, small values of L/r; lead to large
stream-to-stream A7’s and overall irreversibilities dominated by heat
transfer across these ATs. The optimum ratio L/ry, can be calculated
by mimimizing the function Ns,, given by equation (20),

©), )"
rp/opt g beNSt

Journal of Heat Transfer

(25)

log (N31,2>

Ng dominated by
fosses due to

heat transfer across
the stream-to-wall aT

Ng dominated by
fosses due to
fuid friction AP

«g =constant » surface

Fig. 3 Number of entropy generation units per side, as a function of L/ry, g,
and Npe

The minimum number of entropy production units corresponding
to (L/ry)ops for each side is

Ng, gm0 = 2g(ab7Bf/Ns)'/? (26)

An interesting aspect of the Ng method is that it establishes a
one-to-one correspondence between the mass velocity g present on
one side of the heat transfer surface and the minimum number of
entropy production units obtainable for that side. In other words, the
selection of a mass velocity g fixes the minimum number of entropy
production units per side. As illustrated later, Ng, ;™" is proportional
to the mass velocity g and depends only weakly on the Reynolds
number in the heat exchanger passages Nge.

Heat transfer and pressure drop data are available in the form of
plots of f and (NgNp,%/3) versus Nge. Result (26) can be written in
a form which brings out the Ng. and g dependence of Ng, ™",

NS] 2min = 2g <_QL’" TBNPrZ/H _._f_.> 12

’ Cmax NSENPrZ/A

As one would expect from the analogy between momentum transfer
and heat transfer, the group [f/(Ng;Npr2/3)]/2 is relatively insensitive
to changes in Nge. The weak dependence of Nslizmi“ on Nge is illus-
trated in Fig. 4 for four bare surfaces commonly encountered in
shell-and-tube counterflow heat exchangers. The dotted lines cor-
respond to three different arrangements of flow normal to a staggered
tube bank while the solid line corresponds to flow inside circular tubes.
The surface description and the origin of the data are shown in Fig.
4, The minimum number of entropy production units for one side is
proportional to the gas mass velocity for that side provided L/ry is
the optimum given by equation (25).

(27

Design Constraints

The three dimensionless unknowns for one side of the heat ex-
changer, (L/rp), g, and Ng,, define a three-dimensional space of
possible design conditions. If the degree of thermodynamic irrevers-
ibility of each side N, , is specified a priori, then, via equation (20),
the number of degrees of freedom for each side is reduced to two. If
N, , is not specified but, for a given g and Nrge, the ratio L/ry, is picked
such that N, , is a minimum, the number of degrees of freedom per
side is again reduced to two.

In practice, the number of independent design parameters may be
less than two per side due to additional design constraints. It would
be unrealistic to attempt a review of all the design constraints which
may be present. Instead we will list two frequent examples.

1 Heat Transfer Area. This constraint is based on economic
considerations since a larger heat transfer area means increased
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Fig.5 Dependence of heat transfer area on L/ry, for a given N, and fixed
Ng per side

production costs, weight, shipping difficulties, etc. In an actual design
it may be required to minimize the size of the heat transfer surface
or to hold it constant at a level specified in advance. The area con-
straint has a double impact: once the size of the heat transfer area is
selected for one side, the area for the other side is roughly the same.
In the shell-and-tube example used so far, the ratio As/A; is equal to
the tube diameters ratio, Do/D;, assuming that side 2 is the shell side.
For many tube sizes the ratio D¢/D; is approximately constant
(slightly larger than unity). Once a value of A is selected, it serves as
constraint for both sides of the heat exchanger.
In terms of the design terminology used in this paper, the heat
transfer area A is
A= (L/rp)A; (28)
or
A(2pP)\2/riv = (L/rn)/g (29)

2 Heat Exchanger Volume. The total volume occupied by the
heat exchanger is an important constraint in space-limited applica-
tions. The volume of one side of the heat exchanger is given by

378 / VOL 99, AUGUST 1977

Vol = LA, (30)

In terms of the three dimensionless design parameters g, (L/rp), and
NRe, the volume constraint can be written as

Vol (8oP)/(un) = Nre(L/r)/g (31)

Design for Minimum Area and Fixed Ng

In this section we will apply the Ns method to a concrete design
case. Suppose we want to design a shell-and-tube regenerative heat
exchanger for minimum heat transfer area and subject to a fixed
number of entropy generation units for each side. The mathematical
tools required by this design example are equations (20) and (29).

Consider only side 1 of the heat exchanger surface. Due to con-
straints (20) and (29), only one of the three unknowns g, L/ry,, and Ng,
can be specified independently. The area A is not a function of Nge,
equation (29). At the same time, as shown by equation (20) and Fig.
3, Ns,, depends only weakly on Nge. Therefore, it is convenient to
treat NR. as the independent parameter since its specific value will
have little impact on N and A. As shown in the numerical example
which concludes this discussion, the selection of a particular Nge is
tied to other design considerations such as the availability and cost
of a certain size of heat exchanger tubing.

Combining equations (20) and (29) to eliminate g, the area A be-
comes a function of L/ry,

(20P)V2  (L/ri)*(bB)1/2
m [Ns(L/ra) = ar/Ng] "2

where all quantities refer to side 1 of the surface. The area A reaches
its minimum when the ratio L/r, assumes the value

(32)

L 4 ar
-
I 3 NgtlNs,
The minimum area corresponding to equation (33) is
(2”___1))1/2_ 16 _g (AT \¥2 /2
= s ( Ns) (bBf) (34)

The mass velocity corresponding to equation (33) and constant Ng,

is
NSI < Nsi > 1/2
arbBf

As shown in Fig, 5, the selection of L/ry, is quite critical. For ratios
L/ry, much larger than the optimum (L/ry)*, the fixed Ng, is due
primarily to frictional AP losses while the required area is much larger
than the minimum given by equation (34). If (L/ry) < (L/ry)* the heat
transfer surface increases sharply due to the necessary decrease in
mass velocity dictated by the constant Ng, condition.

As expected, the crucial design input in calculating (L/r,)* and g*
is the number of entropy production units allowed for each side. The
mass velocity number g* is almost independent of Ny, (see Fig. 4).
The ratio (L/rp)* and A* are both weak functions of Nge, especially
in the range Ng, > 3000. In general, A* and (L/ry)* will slowly de-
crease as Nge decreases. However, since the mass velocity is practically
constant, Ny, is reduced only by minimizing the hydraulic radius, a
process which soon runs into construction limitations.

The selection of L/ry and g for the other side of the surface is done
using equations (33) and (35) with quantities referring to side 2. This
time the design faces the additional constraint imposed by A1*, cal-
culated previously. As mentioned in the preceding section, in shell-
and-tube applications the ratio As/A; has a value close to unity. Thus,
the Reynolds number Nge, becomes a dependent parameter which,
using equation (35), has to be adjusted such that the resulting Ag*
properly matches A;*.

The design procedure outlined in this section constitutes one ex-
ample of how the Ns method can be applied. One can develop similar
sizing procedures for counterflow heat exchangers facing other con-
straints, such as the volume constraint, of equation (31). The following
numerical example illustrates the use of the simple relations devel-
oped in this section.

(35)
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Numerical Example: Regenerator for a Brayton Cycle

Consider the regenerative heat exchanger for a Brayton cycle heat
engine operating between a maximum temperature Ty = 1100 K
and a minimum temperature Ty, = 300 K = T, The cycle is sketched
on the temperature-entropy diagram of Fig. 6. The isoentropic effi-
ciency of both expander and compressor is 80 percent. The working
fluid is helium. The helium pressure (absolute) at the compressor
outlet is Py = 70 atm (7.09 108 N/m?2) while the pressure at the ex-
pander outlet is P, = 35 atm (3.55 108 N/m?). Since the Ns method
yields a design on a per unit mass flow basis, the helium mass flow rate
m need not be specified at this point.

The object of this exercise is to design a shell-and-tube regenerative
heat exchanger with minimum heat transfer area and fixed irrevers-
ibility rate. It is proposed to design a unit in which the lost useful
power [irreversibility rate /, equation (1)] equals 20 percent of the net
power output of a cycle employing a reversible regenerator (Wpet).
In other words, the net power output of a heat engine equipped with
the designed unit is allowed to drop to 80 percent of the maximum
power output possible when the regenerator is theoretically loss-free
(reversible).

Further, it is assumed that the high-pressure stream is placed on
the tube side (surface 1, Fig. 4) while on the shell side the flow is
normal to a staggered tube bank (surface 2, Fig. 4). In the following
calculations subscripts 1 and 2 are used for the high-pressure side and
low-pressure side, respectively,

We begin with estimating the constants entering the design rela-
tions. The extreme temperatures seen by the regenerator are 7'y = 419
K and T'» = 888 K, hence, 7 = 0.59. The capacity rates are balanced;
therefore,a; = ag = b1 = bg = 1. For helium, B = 0.4 and Np, = 0.67.
The helium properties are estimated at an average temperature of 650
K: p1 = (6.2)10738 g/em3, pp = (2.6)1073 g/em?, uy = ug = (3.4)10~4
g/(cm s).

The design is executed in three steps:

I The number of entropy generation units Ng is determined from
equations (7) and (2),

Woet 1
Ng = _fmet -~

, (36)
meTO Wnet

The ratio WneJ(chTO) = 0.31 is the net power output per unit mass
flow rate, assuming the regenerator is reversible. The second ratio is
given, 1/W ne = 0.20. Distributing the number of entropy generation
units equally among the two sides of the heat exchanger surface, we
obtain

NSI = NS2 =

Ng=0.031 (37)

(Sl

It will be shown that the choice Ng, = Ng, leads to practically similar
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Fig. 6 Regenerative heat exchanger for a Brayton cycle heat engine
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channel geometries r,, L, for both sides of the heat transfer sur-
face.

II The nondimensional parameters g, L/ry, and Ny, are subject
to the selection of Ny, for one of the two surfaces. For example, let
us start with

Nre, = (2)104 (38)

Consulting the heat exchanger surface data of reference [1} and using
equations (35) and (33) we get

g1* = (0.65)Ng, = 0.0202 (39)

(L/ra)i* = 240/Ng, = 7730 (40)

NRe, is determined from the area matching condition A¢/A; = Do/D;.
Writing equation (34) for both surfaces and dividing side by side leads
to ‘
(NgiNp /332 Ay 7P\ 172 [ (Ng Np2R)32
| == <— 1 D
12 2 A, /2
which, for Ag/A; = 1.2, determines

paPs

NRe, = (1.42)104 (42)

Again, using equations (35) and (33) we obtain
go* = (0.38)Ns, = 0.0118 (43)
(L/rp)e* = 84.4/Ng, = 2722 (44)

III The physical dimensions ry,, L, and A, follow immediately
from the nondimensional parameters:

rhy = Nrey1/(4G1) = 1mm,  ie,D;=4mm (45)
Ly = ru(L/r)1* = .73 m (46)
A., = m/G = (0.058 m)s cm?/g (47)

Similarly, rn, = 2.5 mm, Lo = 6.8 m, and A., = (0.2 m)'s cm2/g. Thus,
the flow cross section is proportional to the mass flow rate while the
flow channel geometry ry, L, is independent of n1. Consequently, large
mass flow rates require an increaséd number of identical channels
placed in parallel.

Among the outputs of this design we can calculate the heat ex-
changer effectiveness ¢ and the AP on each side. Using equations (13),
(18), and (20) we find that ¢ = 0.927 and (AP/P); = (AP/P), = 0.0194.
These values are well within the limitations imposed by the nearly
ideal heat exchanger approximation (8a) and (85) and (10a) and
(10b).

If the calculated D; is too small, then the last two steps IT and III
will have to be repeated using a larger Nge,. If due to assembly con-
straints L must be considerably shorter than L1, the overall Ng will
have to be distributed unequally between the two sides such that Ng,
< Ng,.

Concluding Remarks

The number of entropy generation units Ns method provides a
simple and direct means of relating the heat exchanger design possi-
bilities to the thermodynamic efficiency of the designed unit. Unlike
traditional design techniques, the irreversibility method presented
here is based on trading heat exchanger size and production costs
directly for savings in otherwise lost useful power due to the heat
exchanger irreversibilities (finite stream-to-stream temperature
difference and frictional pressure drops). This method is in tune with
the contemporary emphasis on approaching the engineering design
issue from an energy-saving point of view, based on the limitations
imposed by the second law of thermodynamics [11].

As a brief summary to the Ns method for counterflow heat ex-
changers, the following observations should be stressed. The number
of entropy generation units for one side of the heat transfer surface
Ns, , is a strong function of the flow channel aspect ratio L/ry and
mass velocity g. N, , is relatively insensitive to changes in Nge. For
a given g and N, there exists an optimum ratio L/ry, for which Ng, ,
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is a minimum. At the optimum, the entropy production of one side
is proportional to the mass velocity and relatively insensitive to the
Reynolds number.

The number of entropy generation units criterion can be used in
conjunction with other design constraints. As an example, we pre-
sented the design of shell-and-tube regenerators which minimizes the
heat transfer area subject to a fixed Ng. This example pointed out
explicitly a well known characteristic of heat exchangers, namely,
highly efficient units require large heat transfer areas. In fact, from
equation (34), the heat transfer area scales up with the square of 1/
Nsg, ,. In an entirely similar manner we could have presented a design
which minimizes the heat exchanger volume while keeping N con-
stant. Although not shown here, the volume per side of a unit designed
this way scales up with the cube of 1/Nsg, ,. Thus, we may regard 1/
Ng, , as a characteristic dimension ¢ describing the size of each side
of the heat exchanger, i.e.,

heat transfer area ~ £2,

volume ~ £3.
In conclusion, a large heat exchanger (large ¢) is what renders a
thermodynamically effective unit (small Ng).
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o.s.meze | Coefficient, Local Wet Bulb
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i | Distribution Function on the Thermal
Performance of Sprays

Energy balance considerations indicate that the droplet heat transfer coefficient, local
wet bulb temperature, and droplet size distribution function are the basic parameters af-
fecting spray system thermal performance. Within the range of available experimental
data, results indicate that the Ranz-Marshall correlation gives an agreement to within
+5.0 percent of measured droplet temperatures at the pond surface for a medium wind
range of between 2.5 and 5 m/s. The local wet bulb temperature is taken as the arithmetic
mean of the initial and final wet bulb temperatures. For wind speeds greater than 3.5 m/s,
the local wet bulb can be taken as the ambient. The modified log normal distribution of
Mugele and Evans provides the best description of the droplet size distribution. Further,
through the introduction of a correction term, the Spray Energy Release (SER) can be
deduced from single droplet information.

Introduction semiempirical approach. Here the single spray unit is experimentally
evaluated, and through the knowledge of the unit performance, the
Recently, increased effort has been directed toward improving the  whole system performance is estimated. Examples of this technique
thermal performance predictions of direct contact open atmosphere  are the NT'U models of Hoffman [3], Porter and Chen [4], and the
spray cooling systems. Justification is particularly due to the fact that ~ SER model of Chen and Trezek [5].
these systems offer a flexible and economic means for providing The single drop, transferring heat and mass along its trajectory, has
various aspects of power plant cooling. A number of thermal perfor-  heen used by Elgahwary [6] and Chen [7] as a basis for modeling spray
mance models, recently reviewed in part by Ryan and Myers [1],! system performance. Here an experimentally determined entrainment
ranging from being purely empirical to semiempirical in nature, have  factor is introduced as a means of accounting for the local air humidity
been developed. Further, these models can be classified according to  varjation. Soo [8, 9] studied the performance parameters of the open
the approach used in their derivation; namely, beginning with either atmosphere spray system through the consideration of a single drop
a single drop, a single spray.unit, or the spray system. of suitable mean size. His investigation was aimed at evaluating and
. Th? spray system modfel 15 an exam.p]e of an empirical approach iy nroving the spray system rather than at the accuracy of predicting
in »thch the test result of one system 1s.assumed to be valid for the 4, system performance.
design of another system. A representative model is that due to Ber- Three basic parameters, the droplet heat transfer coefficient (h,.)),
man {2). . . . the local wet bulb temperature (7.}, and the size distribution
On the other hand, the single unit model is an example of the (fn(D)) of the spray droplets, have been identified as being critical
in the evaluation of spray system performance. This work considers
some of the common relations usegd to model the foregoing three pa-
. . . rameters. The motivation is to ascertain how these various individual
Numbers in brackets designate References at end of paper. . .
Contributed by the Heat Transfer Division for publication in the JOURNAL. par‘ame.ter n.mdels éffeCt spray system perf(.)rrflance S0 'that further
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division  insight into increasing the accuracy of predictive techniques can be
March 3, 1977. achieved.
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Basic Parameters
Neglecting any effects of the initial water sheet leaving the nozzle,
the thermal performance of a spray can be ascertained by evaluating
the energy transfer from the droplets. The formulation of the energy
balance provides a means of identifying the essential parameters
controlling the energy transfer process as well as delineating their
interrelationship. Thus, utilizing the assumption of a completely
mixed spherical drop, the usual form of the energy balance can be
written; namely,
cp,DdT X0 Xeo
o === he(T = T) + Kby (1 = )+ (@ -T4 W
The condition of equilibrium results from the fact that as d7'/dt —
0, T — T,, and xo — x, or in terms of equation (1)

he(To = Tq) + Kmhyg <’°1 kL

) +eo(Tt =T 4 =0 (2)

e

Equation (1) can be rearranged into the following form:
cpD dT Xo— X
]_ -

£+ eo(T4— T4
X0

w————=h (T —-"T,) + K,h
e dt ( ) fe

+ hc(Te - Ty + Kmhfg xle —*

=+ ea(TA — T4 (3)
- %0
Thus, from equations (2) and (3) it follows that the energy balance
can be considered more conveniently in terms of the equilibrium
temperature, i.e.,
c,DdT Xo —
Pw —-G_E =~ hc(T - Te) + Kmhfg 1-
Linearizing the radiation term and assuming the air vapor as an ideal
gas yields:
c,DdT -
=S = (e BT = 1) + Kby (2259)
6 dt D — Do
The quantity po in the denominator of the last term of equation (5)
can be neglected as small compared to p. Introducing the Clausius-
Clapeyron relation allows equation (5) to be cast into the following
form:

Y b e (T4 =T, % (4)
X0

(5)

@ o[

Km _ pe ]
—Arh he + h.)0
di ﬂwaD Tifg ( r) (6)

he+h. p

where

o ot =1] -

and § = (T — T,). The initial condition at ¢ = 0 is given by 6 = (T,
- T.).

Further, the average temperature of the entire spray at the end of
the trajectory is given by

Ty = j; 7 DT, (D)fn(D)dD/D, 3 M

Consequently, it can be seen from equations (6) and (7) that the ac-
curacy of prediction will be influenced by the quantities K, h + h,,
T,, and fn (D).

Although the radiation effect can be on the order of £9 percent for
extreme conditions [10], it will not be considered in the present dis-
cussion of the basic parameter behavior. Thus, assuming h, < h,, it
follows that T, — Ty, pe = pPuwb and ¢sKu/(he + hy) — (Lo)~%/3,
Equation (6) then takes the form

dy 6hctf [ _ Py AThfg ]
— = —L 11+ (Le)~28 (—= ——‘> 8
di*  pyeD (Le) ( D ) < Cs K ®)

where n = (T = Tywp)/(Teo — Tuwp), t* = t/t;, and the initial condition
at t* = 0 becomes = 1. In this form the basic parameters of h., T\,
and fn(D) are readily distinguishable.

Heat Transfer Coefficient

The Ranz and Marshall [11] correlation
Nu = 2.0 + 0.6 Rel/2Pr1/3 9)

has been used in the prediction of open atmosphere spray cooling
systems [6, 7]. This correlation is established for a stationary drop with
a Reynolds number up to 200 and can be used up to a Reynolds
number of 1000 according to the authors. Yao and Schrock [12] ex-
perimentally investigated the heat and mass transfer of freely falling

Nomenclature

¢s = air vapor heat capacity or humid heat

¢ = specific heat of liquid water

Cp = droplet drag coefficient

D = drop diameter

D, = mean length diameter

Dy, = maximum diameter

D; = mean surface diameter

D, = mean volume diameter

D,; = Sauter mean diameter

fm = mass distribution function

fn = number distribution function

£ = heat transfer correlation correction factor
of Yao and Schrock

g = body force per unit mass

h. = heat transfer coefficient

h. = statistical time average heat transfer
coefficient

hyg = latent heat of vaporization

h, = radiation heat transfer coefficient (h, =
ea(T4— Tet)/(T — Te))

K, = mass transfer coefficient

L = mass spray rate

Le = Lewis number

N = total number of drops

NTU = Number of Transfer Units

Nu = Nusselt number
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p = total pressure

Pe = vapor pressure at equilibrium temper-
ature

Do = vapor pressure at saturated tempera-
ture

Dwb = vapor pressure at wet bulb tempera-
ture

P = nozzle pressure

Pr = Prandtl number

R = gas constant

Re = Reynolds number

SER = Spray Energy Release

t = time

t = average residence time of spray

t* = nondimensional time

t; = residence time of a drop

T = droplet temperature

T.o = spray temperature at nozzle

T4 = dry bulb temperature

Te = equilibrium temperature

T, = areference temperature

Tsp = spray temperature at the end of the
trajectory (experimental)

Tsp’ = spray temperature at the end of the

trajectory (predicted)

Tws = local wet bulb temperature

Tywer = final wet bulb temperature

Two- = ambient wet bulb temperature

u. = ambient wind speed

U = air vapor velocity

U » = particle or drop velocity

x = falling distance of drop; wet bulb tem-
perature weighting factor

%, = mole fraction at equilibrium tempera-
ture

xo = mole fraction at saturation tempera-
ture

% = mole fraction at ambient condition

y = ag defined

ASER = slope of the SER versus wind speed
curve

Subscripts

6 = a spray distribution parameter
€ = emissivity

v = kinematic viscosity

p = air vapor density

pw = water density

¢ = Stephan-Boltzmann constant
§ = spray exit angle
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water drops with a size range from 3 to 6 mm in diameter. They found
that the Ranz and Marshall correlation had to be modified for the
falling height and drop size according to

(Nu — Nupgas)/0.6 Pri/sRe!2 = (g — 1) (10)

where g = 25.0 (D/x)%7, and x is the distance the drop falls which is
taken to be greater than zero. Soo [2] used the solid sphere correla-

tion

Nu = 0.37 Rel6 (L0)

in his investigation.

Unfortunately, none of the foregoing correlations are consistent
with the droplet cooling phenomenon in a spray. The dynamical ef-
fects experienced by the droplet in its trajectory such as acceleration
and deceleration, vibration, rotation and internal circulation which
influence the heat and mass transfer process are not completely
considered. Further, it is likely that the heat transfer coefficient will
both decrease and increase as a droplet decelerates and accelerates
during the course of its trajectory. Therefore, the adoption of any of
the correlations is a matter of convenience and the subsequent model
must be subjected to experimental verification.

Local Wet Bulb Temperature

The air humidity within the spray field is a function of the ambient
wind conditions and location in the spray. Thus, the temperature
driving potential (7' — T.) for each drop is different and varies with
time and location. Soo [2] gives two limiting conditions for deter-
mining the local air vapor humidity for an assumed homogeneous air
vapor flow under the spray. At zero or low wind conditions, the local
humidity can be obtained through a solution of the diffusion equation
neglecting convective effects. For high ambient wind having a mass
flow value equal or greater than the evaporation rate (critical wind
condition), all the vapor produced will be removed so that the local
air vapor humidity can be taken as the ambient value. Below the
critical wind condition the local air vapor humidity is not readily
defined and a suitable average value has to be used.

Spray Distribution Function

Since sprays generated hy typical nozzles used in cooling systems
are not mono-dispersed, thermal performance calculations require
a description of the spray distribution function. Basically, this is due
to the fact that the spray average temperature is the statistical average
temperature of all the drops, and the loss in momentum of the am-
bient wind going through the spray is due to the total drag forces of
all the drops suspended in air. Mugele and Evans [13], in their dis-
cussion of the validity of various distribution functions, point out that
the established functions are not representative of all the general
situations. In other words, a particular situation has to be matched
with a particular function(s).

It is also important that the selected distribution function, even
though it may fit the size distribution data, yield the correct values
of subsequently computed parameters such as mean diameters, etc.
An example is seen in the comparison of two distribution functions
with cumulative distribution data for a typical nozzle. Data from a
Spraco 1751 nozzle was selected [14]. Fig. 1 itlustrates the comparison
of the cumulative distributions generated by a modified Rosin-
Rammler function of the form

R, = Ay exp(—A,D~43) (12)

where A, = 275.75, Ay = 446.5, and A3 = 0.7116 and a modified log-
normal distribution or “upper limit” equation (13) given by
dR, = _5._ —azy'l(_i'l = fu

an V= dD

where y = In [aD/(D,,, — D)], 6 = 1.1247,a = 1.6312, and D,, = 6578u.
Even though both relations provide a good fit to the data, only the
upper limit relation as seen in T'able 1 gives a reasonably good com-
parison of the various computed mean diameters.

(13)

Journal of Heat Transfer

Table 1 Comparison of mean diameters
Modified Rosin
Mean dia (¢) Rammler Upper limit law 'Test data
D, 252.6 1131.4 1127.6
Dy 1022.8 867.4 955.8
Dy 154 1924.7 1573.0
Dy 763.7 6256.0 793.4

The fact that the Rosin-Rammler relation is valid for the range 0
< [) < 6000u while the integration limit for computing the mean di-
ameters if 0 <) < @ would tend to yield a smaller volume mean di-
ameter and a larger surface mean diameter.

Prediction Results

The quantitative evaluation of the effect of the heat transfer cor-
relations and local wet bulb temperature variation on the spray per-
formance will be considered. Predictions will be compared with the
Rancho-Seco spray pond thermal performance test data [15]. The
procedure for calculating the appropriate droplet temperature is given
previously and the number and mass distributions are related by the
following:

LifadD

NfndD = (14)

™o
Pw g D3

Different heat transfer coefficients along the drop trajectories can
readily be obtained from equations (3)-(11) in conjunction with the
solution of the following drop momentum equation:

dD 3 C Lo
Uy _ —(—"—) (J) |0 - 0,|(0~0,) + (1 —i) (15)
dt 4 Puw D Puw
The particle drag coefficient Cy), a function of particle Reynolds

number defined as Re = | U — ,{D/v, has the following correlation
for water drops [16]:

+0.27 1 <Re <1000 (16)

6
Re 1+ VRe
and

Cp = 0.6649 — 0.2712 X 10~9Re + 1.220 X 10~7Re?

- 10.919 X 10~1?Re® 1000 < Re <3600 (17)

Equation (15) is subject to the initial condition

U, = V2P]p, (i cosd + | sinf) (18)

where the ambient air flow {7 = —u..[. Here, the ambient wind velocity
is assumed to be always in the opposite direction to the horizontal

6000~ T T T T T T T T T
3
w
~
3
a
e SPRACO NOZZLE NO 1751
& 1000f-- —
—— TEST DATA E
C -~ MODIFIED ROSIN RAMMLER ]
S e UPPER LIMIT LAW B
4
300 1 L 1 1 | 1 1 1 1 L 1 1
99.9 EE) 95 90 80 60 40 20 10 5 2 !
PERCENT TOTAL VOLUME
Fig. 1 Cumulative volume distribution curves
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velocity component of the drop in order to obtain the value of the heat
transfer coefficient. The trajectory is completely traversed by the drop
when it hits the water surface, which in the present case, is 1.52 m
below the spray nozzle. The Yao and Schrocks’ correction factor g =
(25.0(D/x)"7) was modified by replacing x, which is the falling dis-
tance of the drop, with s, which is the distance of the trajectory from
the spray nozzle. The heat transfer coefficients along the trajectory
corresponding to three drop sizes, of 1, 3, and 6 mm, in diameter are
shown in Fig. 2. All the heat transfer coefficients obtained from the
different correlations have the same general trend of high initial
values. This is especially true with the Yao and Schrock correlation
where the correction factor is proportional to the 0.7th power of (s)~!
so that for very small s(<D), h. is necessarily large. The value of h,
computed from the solid sphere and the Ranz and Marshall correla-
tions have the same trend of varying with the drop relative velocity.
The lowest value is seen at the highest point of the trajectory, which
is qualitatively consistent with the physical situation. The Yao and
Schrock correlation gives a continuously decreasing value as is ex-
pected from the inverse variation of h, with the trajectory distance.
Of the three correlations, the highest and lowest values are given by
solid sphere and the Yao and Schrock correlations respectively except
in the case of the latter for a short distance (or time) after the drop
leaves the nozzle. It is also anticipated that the smaller the drop the
larger the heat transfer coefficient. The results shown in Fig. 2 suggest
that either the solid sphere or the Ranz and Marshall correlation gives
a proper trend for the cooling of a drop along the trajectory, while the
Yao and Schrock correlation, modified as above, does not.

The quantitative evaluation of the applicability of the different
correlations is carried out in two steps: assuming the correlations are
valid, the spray temperature at the end of the trajectory is computed
using equations (7), (8), (13), and (14) with the local wet bulb tem-
perature equal to either: (@) the ambient value, or (b) the arithmetic
mean value of the initial and the final wet bulb temperatures as de-
duced from the test data [16]. Thus, the final wet-bulb temperature
or wet-bulb change across the spray was obtained from laboratory test
results. The results are shown in Fig. 3 in terms of the error of pre-
diction (temperature deviation as a function of wind speed. Not shown
in the figure is the modified Yao and Schrock correlation which con-
sistently gives a high positive error (under cooling). The solid sphere
correlation does not give a good prediction except in the narrow region
of 4.5-5.5 m/s wind speed, where the local wet bulb temperature is
assumed to be equal to the ambient value. However, when the local
wet bulb temperature is taken as in case (b) in the foregoing, the range
is improved and the error is under £5.0 percent in the range 4.0 to 5.5
m/s. The Ranz and Marshall correlation has a wider range of appli-
cability. For the assumed local wet bulb temperature equal to the
ambient, the prediction error is within +5.0 percent for wind speeds
of 3.5 m/s and upward. Below that, this correlation predicts excessive

2
T T T T T —T T 6.0410
\ he CORRELATION
\ ~ -~ SOLID SPHERE
RANZ AND MARSHAL dso

el
=]
-

— - — - MODIFIED YAQ AND SCHROCK

g
=)

&
(=]

—{3.0

cooling. When the local wet bulb temperature is taken as the arith.
matic mean, the prediction is within +5.0 percent in the range of 9.5
to 5 m/s. Below the lower wind speed limit, the deviation is high, a].
though it is better than the case assuming an ambient atmosphere gg
local.

Because the single drop correlation has some deficiency in pre-
dicting thermal performance, the above results suggest a classification
of the spray thermal performance in terms of three wind speed ranges,
in which the Ranz and Marshall correlation, together with a proper
modification of the local wet-bulb temperature, may be used as a good
predicting model for the spray system. Thus, a suggested method,
based on the conditions observed within our system, for expressing

_ the local wet bulb temperature can be given as

Tuwb = Tubr — £(Towbs — Tupe) (19)
where
x <0.5, U <2.5m/s
x=05  25<u.=<35m/s
x = 1.0, Uo = 3.5m/s

Since the foregoing is not a generalized method, the appropriate choice
of x for u. < 2.5 m/s other than the conservative choice of x = 0 will
depend on experimental or operating experience. Thus, at low to in-
termediate wind speeds the thermal performance is significantly af-
fected hy the proper choice of the local wet bulb temperature. Again,
the choice of the wind speed ranges were suggested by our results.

Spray Energy Release (SER)

The concept and details of dealing with the thermal performance
of a spray system in terms of the net energy released (SER) have been
previously given [5, 16]. Of interest here is the possibility of obtaining
a spray unit SER through the consideration of the single drop. This
in turn would reduce the amount of experimental work necessary in
determining single spray unit thermal performance.

The spray characteristic SER is given by

kel
SER =6 20
cstDvs ( )
where
= © t
Ri= fo J; D?h,(D, t)fx(D) dt dD/D,? (21)

The SER computed from the above relation is shown in Fig. 4 as a
function of wind speed along with SER values obtained from exper-
imental data. Although the solid sphere correlation gives a closer
prediction, the trend is not correct. The Ranz and Marshall correlation
gives a curve parallel to that of the experiment; however, it deviates
by a value of about 0.36. This suggests that when the single drop heat

HEIGHT ABOVE SPRAY NOZZLE-Rg (m)
(=]
HEAT TRANSFER COEFFICIENT - hg (W/meC)

-0 - —1.0
—E——:m-w——r ----- — -
WATER lsurﬂcs | ) Sgapon T o
-2.0
o] 0.2 04 0.6 08 [Re] 1.2 L4 1.6

FLIGHT TIME ({SEC)

Fig. 2 Variation of heat transfer coefficients along the drops’ trajectorlies
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Fig. 3 Predicted final spray temperature deviation for different heat transfer
coefficients and local wet-bulb temperatures
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Fig. 4 SER versus wind speed for Spraco nozzle no. 1751 at 0.48 bar

transfer correlation of Ranz and Marshall is used, the SER relation
may assume the following modified form:

6h,t
———+ b/cosl

CsPwllus

SER = (22)
where in terms of the data under consideration, ¥ = 0.36,and # = tan—!
(ASER/Au.). Because of the lack of comprehensive spray system
thermal performance data, additional experimentation, comparable
to that of the Rancho-Seco tests, is needed in order to completely
establish the validity of the foregoing approach.

Conclusion

In light of the fact that an experimental determination of the heat
and mass transfer from a droplet along a trajectory comparable to that
encountered in a spray unit does not exist, correlations obtained for
other more easily measured conditions are adapted in the spray sys-
tem thermal models. The present investigation has shown that for the
drop size range (<6 mm), the Ranz and Marshall heat-mass transfer
correlation yields a valid prediction of thermal performance provided
that the proper choice of the local wet-bulb temperature and spray
distribution function are made. If it is possible to obtain the variation
of local wet bulb temperature as a function of wind speed, the single
drop approach of analyzing the spray system performance will be more
assuring with these quantities properly chosen.

The results also indicate that there is a wind speed range where T,
does not significantly influence the heat transfer coefficient (h). In
this range the prediction using the Ranz and Marshal correlation

Journal of Heat Transfer

will be slightly high. Accordingly the SER predicted with the higher
value of h given by the Ranz and Marshal correlation will be smaller.
At lower winds T4 does have an influence on h. Kven if T, was se-
lected correctly the use of the Ranz and Marshal relation in predicting
h would result in a subsequently lower SER so that SER values pre-
dicted by use of the Ranz-Marshal relation can always be expected
to be below the experimental data.

The single unit approach of analyzing the spray system is more
accurate and practical at this stage of development. The economy and
relatively simple approach coupled with the possible reduction in
experimental work for spray unit thermal testing through the single
drop analysis, makes the single unit method more attractive. Finally,
the system approach of a purely empirical method, though not ad-
visable for extrapolation for larger system design, can be used as a
helpful guide in spray system development.
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Introduction

Initial studies of gaseous film cooling dealt primarily with flows
over flat plates [1-6]! and, for the most part, experiments were con-

ducted using small temperature differences between the free stream'

and injected gases. More recently, investigators have examined the
effect of flow acceleration e.g., [7-10]. These were primarily laboratory
studies in which the injectant fluid flowed along a flat surface. The
role of streamline curvature with no pressure gradient was investi-
gated by Mayle, et al. [11]. Some experimental measurements have
been made in rocket motors [12-14). However, there are still only
limited data for flows of practical interest where there is simultaneous
free stream acceleration and wall radius change.

Therefore, this study was undertaken to investigate the combined
effect of flow acceleration and streamline curvature. Tests were
conducted with two converging-diverging nozzles. The first had a
gradual contraction and a throat approach radius of 10.16 cm (4 in.).
The second converged rapidly, having a throat approach radius of 2.54
¢m (1.0 in.). Recovery temperature distributions were measured in
these two nozzles, with peripheral injection of nitrogen just prior to

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOURNAL
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division
March 18, 1976.
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the beginning of convergence, and along a constant area duct. The
main stream consisted of the combustion products of hydrogen and
air. The experimental program is described in the following sections.
T'he results are then compared with predictions from two finite dif-
ference boundary layer computer programs.

Experimental Apparatus

The assembled components of the test apparatus are depicted in
Fig. 1. This consisted of a concentric-tube hydrogen injector, an un-
cooled combustion tube, a radial flow mixer, an uncooled extension
tube, an annular coolant flow injector, and an instrumented nozzle.
The assembly was designed to operate at a nominal stagnation pres-
sure of 1.379 X 106 Pa (200 psia) with air and hydrogen mass flow rates
of 0.91 and 0.0045 kg/s, respectively. The hydrogen-air mixture ratio
was selected to provide a temperature of 540°C for the combustor gas
which entered the nozzle at a velocity of 19 m/s. Operating conditions
correspond to a nominal thrust of 890 N (200 1by) and throat Reynolds
number of 1.5 X 10¢ (based on the throat diameter of 2.54 ¢m as the
characteristic dimension). A hot-wire probe was used to measure free
stream turbulence downstream of the flow mixer, with ambient
temperature air flowing in the system. Since it is believed that the flow
mixer is the major source of turbulence, the measured value of 10
percent is considered representative of the intensity present during
the high temperature tests.

The nitrogen film coolant, at a temperature of 25°C, was injected
upstream of the nozzle convergent section. Details of the nitrogen
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injection system are shown in Fig. 2. The measured slot height for each
nozzle flange combination is shown in Table 1. Since “clean” slot
geometries were desired, the slot lips were made as sharp as possible
so that the step-heights between the injected fluid and the main-
stream were negligible. Special effort was also made to align the final
injectant flow passage with the mainstream to reduce initial mixing.
Results indicated that certain injectors were more satisfactory in this
respect than others.

The test nozzles were spun from 0.124-cm thick, type 304 stainless
steel sheets. The internal contours are shown in Figs. 3(a) and 3(b).
Thermal instrumentation consisted of twelve 30-gage Chromel-
Alumel thermocouples spot-welded on the outside surface of each
nozzle. The ratios of injected mass flux to free-stream mass flux and
the ratios of injectant velocity to free-stream velocity are shown in
Table 2 for selected configurations. Additional details of the test
apparatus and conditions are given in references [15, 16].

Experimental Results and Discussion

The change in adiabatic wall temperature accomplished by injecting
a film of fluid along the nozzle wall is described in terms of an effec-
tiveness defined by the following relationship:

’I‘mu — ,[‘aw/
=T (M
luw - [v
Nomenclature

[ —

- TEST NOZZLE

NN

z

)

N\

-THERMOCOUPLES

ADAPTER PLATE -

Test assembly

Table 1 Injector slot heights
Nozzle? Injector Flange Slot Height (cm.)
Ny 1 0.064
N : 1z 0.089
Ny I3 0.140
N, 1 0.076
Ny I2 0.102
N3 I3 0.152
Ny 1) 0.064
Ny Iz 0.089
Ny 1, 0.140

a
Nozzle numbers were assigned according to the approximate
throat approach radius of curvature measured in inches. An
extensive description of the experimental apparatus, as well
as a tabulation of the operating conditions and measurements
made, is given in Reference 15,

equation (1) involves the recovery temperature distribution Ty,
without film cooling. 'This was based on a recovery factor computed
from the following relationship:

RF = (Prandtl number)!/3 @)

A value of 0.65 was used for the Prandtl number. The local free stream
static temperature was based on isentropic flow of the combustion
products with a constant ratio of specific heats (y = 1.35 was used in
all cases). Values for the adiabatic wall temperature, T,,,’, were de-
termined from wall temperature measurements by correcting for
conduction effects as described in the Appendix.

Effectiveness values were plotted versus dimensionless length so
that they could be compared with flat-plate data which are usually
presented in this manner. The dimensionless length (x/ms) was
computed using the measured mass flows, slot height, and distance
along the surface from the point of injection. The mass flux ratio, m,
given in the dimensionless length is based on conditions at the point
of injection and, therefore, is constant for any one test.

Representative results are shown in Figs, 4-7. A reference curve
labelled “zero-pressure gradient correlation” was also drawn on each
plot to facilitate comparison between configurations. The data in Fig.

E = exponent defining stagnation tempera-
ture profile

m = mass flux ratio of injectant to main-
stream fluid

m = mass flow rate

s = gas injection slot height film cooling

Journal of Heat Transfer
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T. = coolant injection temperature

Ty = local stagnation temperature

Taw = adiabatic wall temperature without

T..’ = adiabatic wall temperature with film
cooling

T, .~ = free stream stagnation temperature

x = distance along wall

y = normal distance from wall

n = cooling effectiveness
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Table 2 Test parameters

Ratio of Average
Injectant Mass Flux
to Free Stream Mass

Flux Evaluated at

Ratio of Average
Injectant Velocity
to Free Stream

Ratio of Injected
Mass to Free Stream

Test Mass (Percent) Velocity Injection Location
335 10.84 1.051 2,913
336 7.85 0.784 2.109
337 5.53 0.572 1.486
338 2.59 0.292 0.696
10 roT T T T T T T T
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Fig. 4 Film cooling effectiveness for configuration Ny/,

4 (constant area duct) show the normally expected trends for flow
without a pressure gradient. Although the results shown in Figs. 5-7
for the converging channels drop below the flat plate curve, it must
be recognized that a constant value of m is not valid in these cases
because the free-stream mass flux is not constant. The trend of rapidly
decreasing effectiveness near the nozzle throat is apparent in Figs.
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5-1.

The data presented in Figs. 5 and 6 illustrate the variation in ef-
fectiveness distributions associated with different injectors. Values
obtained with Injector 3 (Fig. 6) are lower by as much as 10 percent
than those obtained with Injector 2 in the region immediately
downstream of injection. However, as the nozzle throat is ap-
proached,? values for Injector 2 decrease more rapidly to about the
same values as those for Injector 3 for comparable ratios of injectant
to free-stream flow rates. A comparison of results obtained with In-
jectors 2 and 3 in Nozzle 3 shows almost identical trends [15]. In view
of the comparatively large difference in temperature between the
free-stream and nitrogen injectant and the small magnitude of the
corrections to measure wall temperatures (see Appendix), the dif-
ferences between results with these two injectors are considered real
and not attributable to experimental error.

The effect of nozzle area contraction rate on effectiveness is dem-
onstrated in Fig. 8. For equal injection flow rates, the cooling effec-
tiveness values are significantly higher at all locations in Nozzle 1 than
at the corresponding area ratio locations in the more gradual contour
of Nozzle 3. At the throat of Nozzle 1, the effectiveness is twice that
of Nozzle 3. This indicates that distance from the injection location
has the major influence on the change of effectiveness rather than flow
acceleration or wall radius, and shows that a rapid contraction would
be preferable for rocket motor protection.

The effect of injectant mass flow rate on effectiveness near the
throat of Nozzle 1 is shown in Fig. 9. This plot indicates only a slight
decay in the slope of the effectiveness curve at the higher mass flows.

2 The nozzle throat is located between the second and third data points from
the downstream end.
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It may be concluded, therefore, that effectiveness values higher than
those measured may be obtained at the expense of additional film
coolant.

As plotted in Figs. 5-7, the results show essentially the variation
of effectiveness with dimensionless distance x/s since m is constant.
with Inlet 2, values of effectiveness immediately downstream of in-
jection fall on or are slightly above the zero-pressure gradient curve,
while with Inlet 3, they tend to coincide. Before the throat is reached,
however, they began to decrease markedly and fall below the zero-
pressure gradient curve. The latter behavior is consistent with the
observations of previous investigators of the influence of strong fa-
vorable pressure gradients and streamline curvature {10, 11]. However,
the trends reported herein, immediately downstream of injection and
in the converging section of the nozzles, differ from previous studies
in that effectiveness values are as high or higher than for the zero-
pressure gradient curve. This may be partly due to the fact that the
measurements were made along a curved wall rather than along a flat
surface. It is also likely that a strong laminarizing effect resulted from
the flow acceleration in the relatively rapidly converging nozzles. The
extent of this effect probably depends on the magnitude of the initial
turbulence level and, therefore, may be more significant with the
relatively high levels in our experiments than for other investiga-
tions.

Finite Difference Boundary Layer Predictions

The applicability of currently available finite difference boundary
layer programs for predicting the experimental measurements was
next investigated. The numerical solution methods selected were
those presented by Beckwith and Bushnell [17] and by Patankar and
Spalding [18]. Both computer programs solve the compressible
nonsimilar-boundary-layer equations for continuity, mean momen-
tum, and mean total enthalpy for an ideal gas with constant or variable
specific heat capacity. The turbulent-flux terms are modeled by
means of eddy-diffusivity and mixing-length concepts. The magnitude
and distribution of the mixing length across the boundary layer are
determined from the computed characteristics of the boundary
layer.

Calculations were performed using the values recommended in
references [17-19] for the turbulent Prandtl number, turbulent
Schmidt number, and other program parameters. Ilustrative results
are shown as the curve labelled “nominal” in Fig. 10 for Nozzle 1 (Inlet
2) with a ratio of injected to free stream velocity of 0.572 (rh;/my, =
5.583 percent). This nozzle inlet combination was selected because it
was considered to be a configuration for which mixing at the injection
station was minimal and, therefore, would be most appropriate for
comparison with the analysis which did not include mixing. The curve
labelled “nominal” shows the results of calculating effectiveness
values, assuming that-the temperature in the boundary layer between
the nozzle wall and the lip of the injector was equal to the injectant
temperature. Between the injector lip and the edge of the boundary
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Fig. 7 Film cooling effectiveness for configuration N/,
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layer, it was assumed that the temperature was equal to the free
stream value. Also, the computer calculations were made using the
velocity at the edge of the boundary layer based on one-dimensional,
isentropic, duct flow. It was interesting to find that the results from
both programs were essentially the same and yielded effectiveness
values that were higher than measured over the entire length of the
nozzle.

The fact that the experimental values of effectiveness fall below
the predicted curve in the constant area duct region suggests some
mixing of the free and injectant streams (which is not included in ei-
ther program) and/or some preheating of the nitrogen in the injectant
passage. As a means of accounting for this, the following relationship
was investigated for representing the temperature profile just
downstream of the injection location:

Taw ~To
Taw - T‘O,aD

Curves corresponding to different values of E are plotted in Fig. 11.
Note that for E = 0, a constant temperature profile is obtained. This
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would represent the ideal situation at the injection location.

In actual flows, the velocity distribution at the injection location
will not be uniform and sudden mixing between the free-stream and
injectant will occur because of the velocity discontinuity, free-stream
turbulence (which was comparatively high in the present tests), and
possible nonalignment of the two flows. The effect of this mixing (and
possibly preheating of injectant) would be a temperature profile such
as shown in Fig. 11 for values of E greater than zero. Assuming that
the injectant temperature profile at the injector station could be
represented by the relationship of equation (3), calculations were
made for a range of values of the parameter E (again with both pro-
grams).

Significantly improved agreement with the measured results was
obtained with E = 0.25, as can be seen in Fig. 10. This tends to verify
the applicability of the agsumed initial temperature profile (equation
(3)) for this nozzle and injector combination. However, it is noted that,
in the region where the nozzle cross-sectional area is changing the most
rapidly (values of x/ms between 22 and 40), measured values of ef-
fectiveness are as much as 12 percent higher than those predicted. A
strong laminarization effect is suggested. Beyond this region, effec-
tiveness values drop sharply and fall below the predicted curve.
Similar trends were observed for other test runs.

The possibility of correcting the finite difference boundary layer
calculations for flow acceleration and streamline curvature effects
was also investigated. A procedure for modifying the eddy viscosity
to account for flow acceleration has been proposed by Cebeci, et al.
{20]. This method predicts a decrease in eddy viscosity and yields
values of effectiveness higher than predicted by the unmodified
boundary layer programs. Since the experimental results were below
the unmodified boundary layer calculations, this procedure was not
successful.

According to Bradshaw [21], the effect of streamline curvature on
the turbulent mixing length is an increase in mixing length in a con-
cave section and an increase in a convex section of a channel. Although
the curvature changes in the subsonic section of the nozzles used in
this study, this entire section would be concave in the sense that the
flow along the wall is turned in the same direction all the way to the
throat. Only after leaving the throat does the direction of radial ve-
locity along the wall change. Thus the effect of streamline curvature
predicted by reference [21] would be an increase in turbulent mixing
length in the subsonic sections of the nozzles. However, very little
effect is predicted just downstream of injection because there is little
change in curvature. At the location of maximum curvature change,
the data show a retarded rate of decrease in effectiveness rather than
an accelerated decrease (suggesting, as mentioned earlier, a lami-
narization effect). It therefore appears that currently available ana-
lytical methods are not applicable for predicting the film cooling re-
sults reported.
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Conclusions

This study demonstrated that cooling effectiveness in a converging
channel is influenced by the rate of convergence. Results suggest that,
even with a clean injector entrance, gross mixing of the injectant and
free-stream fluid occurs at the injection station.

Comparison of measured effectiveness distributions with those
predicted from finite difference models indicates that initial mixing,
fluid acceleration and flow laminarization, and wall curvature affect
the mixing process. However, the exact nature of how these effects
enter cannot as yet be clearly specified.
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APPENDIX

Procedure for the Determination of Adiabatic
Recovery Temperatures

Analyses were made to determine the differences between experi-
mentally measured wall temperatures and the reported adiabatic wall
temperatures.® Results from these analyses were used to correct the
measured wall temperatures for conduction effects to arrive at the
reported adiabatic temperature distributions. The overall procedure
used was as follows:

1 Two-dimensional finite difference thermal models such as
shown in Fig. Al were formulated.

The heat transfer coefficient distribution was estimated from

the measured transient temperatures.

3 The gas recovery temperature distribution was approximated
by the measured steady-state wall temperature distribution.

4 The thermal response of each model using the foregoing as-
sumptions was calculated from the start of heating until a
quasi-steady state condition was reached.

5 The difference between the assumed gas recovery temperature
distribution and the calculated wall temperature distribution
at the quasi-steady state condition was then taken as the mea-
surement error. This difference is plotted as a function of nozzle
area ratio in Fig. A2.

6 Measured temperatures were corrected to the reported adia-
batic wall temperatures by the following relationship:

8]

3This difference is defined as the measurement error which is negative for a
measured temperature lower than the adiabatic wall temperature (a negative
error would thus be a positive correction to the measured wall temperature).
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Because of the low value for maximum error (9°C out of a ditference
of 515°C between the combustion gas temperature and the initial
coolant temperature), it was not considered necessary to recalculate
the wall temperature distribution using the newly determined adia-
batic temperatures.

To obtain an estimate of the maximum measurement error asso-
ciated with radiation from the combustion products, each conduction
analysis was repeated assuming the gas radiated as a black body at
its local static temperature. The increase in predicted error associated
with this assumption is also shown in Fig. A2. As can be seen, the
added error is one degree or less at all locations.

For the combustion of hydrogen and air, the only effective radiating
component of the chamber gas will be water vapor. At a mixture ratio
of 200 and a chamber pressure of 1.4 X 108 Pa, the total water vapor
pressure will be about one atmosphere. If an effective beam length
of 10 cm is assumed, the emissivity of the water vapor is on the order
of 0.1 [22]. One nozzle configuration (No. 1) was analyzed to evaluate
steady-state radiation effects assuming nozzle surfaces with an
emissivity of 0.5 and a transparent gas.

The analysis was performed by dividing the nozzle into a series of
conical elements, determining the gray body view factors by the
method of reference {23], and performing an energy balance that in-
cluded convection and radiation effects to determine the equilibrium
element temperatures. Again, the predicted effect of radiation was
negligible in comparison with the temperature change caused by
coolant injection.
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Heat Transfer Controlled Collapse
of a Cylindrical Vapor Bubble in a
Vertical Isothermal Tube

An experimental program was conducted to determine the collapse rate of slug-type
vapor bubbles rising due to buoyancy through subcooled parent liquid in a vertical iso-
thermal tube. The experimental apparatus included a vertical glass tube with an outer
glass container providing a constant temperature water bath for the inner tube. The inner
tube contained distilled, deacrated water, and walter vapor bubbles were generated at the
bottom of this tube with a pulsed electric heater. The parent liquid was uniformly sub-
cooled with respect to the vapor bubble resulting in heat transfer controlled bubble col-
lapse. Collapse rates and rise velocities were recorded by high-speed motion picture pho-
tography. Over a limited range of subcooling, the bubble collapse was well behaved, and
a simple, quasi-steady boundary layer heat transfer analysis adapted from slug flow over
a flat plate correlated the experimental results with a high degree of accuracy. Experi-
mental results were obtained with tubes having inside diameters of 0.0127, 0.0218, and
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0.0381 m and for a range of subcooling from 0.5 (0 9.0 K.

Introduction

Cylindrical or slug-type vapor bubbles are frequently encountered
in low velocity two-phase flow, and the existence of such vapor pockets
is of importance in all agsociated transport calculations. Consequently,
the collapse rate of such bubbles is of interest since this affects the
net vapor generation and heat transfer rates inside the tubes, and the
present work reports agreement hetween a boundary layer analysis
and experimental results obtained with distilled water vapor bub-
ble/liquid systems. .

Large water vapor pockets rising due to buoyancy in a vertical tube
assume a slug configuration with a hemispherical upper cap, the main
portion being essentially cylindrical and almost filling the tube ra-
dially. The bottom is somewhat irregularly shaped due to the wake-
type flow. Such bubbles are sometimes referred to as Taylor bubbles,
and a photograph of a typical bubble is shown in Fig. 1. It may be
observed from this figure that the diameter at the top is somewhat
smaller than that at the bottom. This is typical of all bubbles observed
during this study.

While there is an extensive body of research literature devoted to
spherical bubble collapse and buhble dynamics, very little has been
presented for the present case. For a single component, two-phase

Contributed by the Heat Transfer Division and presented at the Winter
Annual Meeting, New York, N. Y., December 5-10, 1976. Revised manuscript
received by the Heat Transter Division May 23, 1977. Paper No. 76-WA/H'T-
24,
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system, the heat transfer controlled collapse of a vapor bubble pro-
ceeds at a rate governed by the energy transfer at the liquid interface
necessary for removal of the latent heat of the vapor and its subse-
quent subcooling. Analytical investigations of this physical situation
for a spherical bubble, or the closely related growth problem, have
been conducted by Plesset and Zwick [1, 2],! Degarabedian {3], Forster
|4], Forster and Zuber [5], and Akiyama [6] among others. Heat
transfer controlled collapse of spherical bubbles has been investigated
analytically and experimentally by Hewitt and Parker {7], by Flor-
schuetz and Chao [8] under zero gravity conditions, and by Wittke
and Chao [9] with translatory velocities due to reduced gravity. Pre-
vious investigations with a slug or cylindrical type bubble in a tube
have been presented by White and Beardmore [10] and by Kourem-
enos [L1] for rise velocity of non-collapsing air bubbles, and by An-
derson, et al. [12] for tube surface heat transfer coefficients.

In the present paper attention is directed to the case of a collapsing
vapor bubble rising due to buoyancy under standard gravity condi-
tions. The collapse is controlled by heat transfer, and the appropriate
integral-type boundary layer equations are unchanged from flow over
a flat plate. In particular, the boundary layer flow of liquid over the
vapor surface is modelled by slug flow. The solutions of these equa-
tions are compared with experimental data obtained during this study
and reported herein,

! Numbers in brackets designate References at end of paper.
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Fig. 1 Typical cylindrical bubble in a restraining circular tube

Experimental Investigation

High speed motion picture photography was employed to record
vapor bubble collapse history as large cylindrical bubbles rose due
to buoyancy in a uniformly subcooled parent liquid. Tests were con-
ducted in three different cylindrical pyrex tubes with inside diameters
of 1.27,.2.18, and 3.81 cm. These tubes were selected for internal di-
ameter uniformity, and the length of each tube was approximately
1 m. Bubble generation was accomplished with a small nichrome-wire
heater mounted in the bottom of the tube and submerged in the
parent liquid.

The entire system temperature was controlled by mounting the
tube in a heated water bath. The bath temperature was monitored
with a six-point copper-constantan thermocouple probe, Temperature
stratification over the bath depth was limited to a maximum of 0.5
K. This stratification resulted when convective cooling was used to
obtain the desired experimental conditions. This maximum value of
0.5 K was associated with the 9 K subcooled condition. Less stratifi-

Nomenclature

cation occurred with lower subcooling. The actual stratification over
the total length traversed by the bubble during the time it was studied
was less than one-half of this maximum since the histories all took
place in a vertical distance of less than 1, m.

Prior thermometric calibration and correlation of the tube fluid
temperature with the bath thermocouples was obtained with a re-’
movable inside-tube thermocouple probe. This eliminated the need
of a temperature probe and resulting flow obstruction inside the tube
during actual runs. Experimental run time was on the order of 1 s.
Bath and tube fluid temperature changes during these short periods
were found experimentally to be negligible. Thermocouples were
calibrated between the ice and steam points.

With the tube filled with distilled, deaerated water and mounted
in the bath, the system temperature was raised to the saturation value
by means of the bath heater and the tube heater. The entire system
was allowed to cool slowly by natural convection until the desired
experimental temperature was reached. At this point, a single bubble
was generated which collapsed due to heat transfer as it traversed the
tube length.

Photographic recording of bubble collapse histories was accom-
plished with a Wollensak model WF4-ST, Fastax, 16 mm, high-speed
movie camera together with its associated control equipment, power
supply, and timing signal generator. The filming speed was approxi-
mately 1000 frames per s, and the timing signal generator was oper-
ated at 100 Hz providing a time signal at about every tenth frame.
Photographic data reduction utilized a model 900 Motion Analyzer
projector manufactured by L-W Photo, Inc., of Van Nuys, California,
which featured a highly corrected lens suitable for quantitative data
reduction. Length scales were placed in the tube for vertical and
horizontal length calibration. Once the optical distortion was estab-
lished, the scale was removed and known tube diameters were used
as reference lengths.

Bubble collapse data reduction was accomplished by measurement
of the photographic image of the vapor configuration at preselected
time intervals. During most of the collapse period the bubble could
be treated as a tapered cylinder with a hemispherical cap, necessi-
tating only a minimum number of measurements for calculation of
the vapor volume. These were the cylinder diameter at the bottom,
total length including hemispherical cap, and cap diameter. During
final stages of collapse, the configuration was approximately hemi-
spherical, progressing to a somewhat spherical shape. This final col-
lapse, however, represented only a small fraction of the bubble volume
change and was not considered as a part of this investigation since the
bubble configuration at this time was so markedly different from that
for most of the volume change period.

Analytical Correlation

As a bubble rises due to buoyancy inside a tube of otherwise
guiescient liquid, liquid above the bubble must flow over the bubble
upper surface and then along the sides in the annular space between

¢ = heat flux
Ry = bubble radius
R; = tube radius

Aq = annular cross-sectional area

Ap = cross-sectional area of cylindrical por-
tion of the vapor bubble

A = area over which fluid velocity is con-
stant

Ag = area over which fluid velocity varies

1)y = bubble diameter

D), D; = tube diameter

Tt = average heat transfer coefficient

h;, = heat transfer coefficient based on L

h. = heat transfer coefficient based on x

L = length of cylindrical portion of bubble

Nuy = Nusselt number based on bubble
length

Nu, = Nusselt number based on x

Pr = Prandtl number

AT = —(T - Typ)
T = temperature

t = time
V = volume

Vo = initial volume

mass)

Journal of Heat Transfer

Re;, = Reynolds number based on L
Re, = Reynolds number based on x

T'» = free stream temperature

Vs = bubble bulk rise velocity (of center of

V5 = bulk average fluid velocity

V, = relative velocity

(Vo)ave = average liquid velocity in the
boundary layer

Vo (x) = fluid free stream velocity

x = distance along cylindrical portion of the
bubble

y = distance perpendicular to bubble pro-

Ty = saturation temperature file

« = thermal diffusivity

& = local boundary layer thickness, momen-
tum

5; =“local boundary layer thickness, ther-
mal

¢ = dummy variable of integration

» = kinematic viscosity
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the vapor bubble and the tube wall. For a slowly collapsing bubble
where the radial dimension is essentially invariant during the collapse,
a quasi-steady boundary layer analysis can be applied to this non-
steady problem. The mathematical model chosen is adapted from
laminar flow boundary layer theory, the outer surface of the cylin-
drical bubble being approximated by a flat plate of length equal to
that of the bubble and width equal to the bubble circumference. The
bubble radius of curvature is an order of magnitude greater than the
boundary layer thickness, thereby rendering the flat plate model
suitable. The analysis parallels that for slug flow in liquid metal heat
transfer.

The configuration shown in Fig. 2 represents a cross-sectional view
of a collapsing bubble having a bulk rise velocity, V. This bulk rise
velocity is that of the center of mass of the vapor bubble. The rising
bubble results in flow over the hemispherical upper cap followed by
an annular flow bounded by the tube inner wall and the vapor bubble.
Following a suggestion by Rohsenow [13] it is assumed that the shear
stress in the liquid at the liquid-vapor interface is negligible, and
consequently slip-flow exists at this surface. This is a result of the
order-of-magnitude difference between the kinematic viscosity of the
liquid and that of the vapor. At the tube wall, however, the no-slip
boundary condition applies, and a typical velocity boundary layer
forms due to the retarding influence of the wall shear stress.

The quasi-steady velocity boundary layer, which is assumed to
begin at x = 0, develops as the fluid travels along the length of the tube
wall adjacent to the bubble. The location x = 0 is determined volu-
metrically using the geometrical model of a hemisphere mated to a
cylinder as shown in Fig. 2. For purposes of determining the fluid free
stream velocity, V.(x), the liquid flow rate is assumed to be constant
at any cross-section along this length. This neglects any contribution
due to radial bubble collapse resulting from phase change, but pho-
tographic studies indicate that such radial collapse was negligible.
Thus V. increases with x as required by the continuity equation, and
the local value of this parameter can be added to the bubble rise ve-
locity to yield an appropriate quasi-steady free stream velocity for
use in the heat transfer equation.

Free Stream Velocity. Application of the continuity equation
to the liquid region of Fig. 2, Detail A results in

- Ab Vb - AZ(V2)avg
Ay
where it is assumed that there is no radial movement of the bubble
surface. A, is the cross-sectional area of the cylindrical portion of the
vapor bubble, and V), is the rise velocity of the vapor bubble. Both of
these terms are obtainable for a given bubble collapse from high-speed
motion pictures. The average liquid velocity in the boundary layer,
(V)ave, is obtained by integrating the product of velocity and area
through the velocity boundary layer and then dividing by the liquid
flow area within this boundary layer. Using the customary third order

velocity profile
Vi) 3 /ey 1 /e\3
— (Y= 2
v. =2 G) 2 () ®

which satisfies the four known boundary conditions for flow over a
flat plate with constant V.. (this condition being approximately true
for the present problem) yields the following average velocity at a
given length location within the momentum boundary layer

26R; — 165)
2R, — 6

Substitution of this into equation (1) and subsequent rearrangement
gives

Ve &)

(Va)avg = 0.05 V.. ( 3)

ApV
Vo= 5V (4)

95R,; — 166
Ay — 0.0545 (i—1——>
2R, —

which relates the fluid velocity outside of the velocity boundary layer
to measurable parameters (R;, Ap, and V) and the boundary layer
thickness 6 which together with R, fixes A1 and As. Expressing A; and

394 / VOL 99, AUGUST 1977

Ay in terms of the tube and bubble diameters and the boundary layer
thickness results in

Vo = ApVe G [(D; — 26)2 - D;2]

T 26R; — 166 =1
—O.O5<—>D2—D—-262<————)> :
y [D:2 = (D, )?] R, — 5 (5)
where Dy, is the average diameter of the slightly tapered cylindrical
section.
Using the bulk average liquid velocity in the annular flow

ApVi
Aq
where A, is the annular cross-sectional area (x/4)(D;2 — Dy 2) to form
the local Reynolds number, together with the conventional integral

analysis result for the boundary layer thickness in steady, incom-
pressible, laminar flow over a flat plate, yields

- 4.64x
(ApVpx/Agn)1/2
which is an approximation for é since V4 is used for V.. The fluid
free stream velocity at any position can be found by substitution of
equation (7) into equation (5).
Since the liquid is moving in the opposite direction to the vapor
bubble, the velocity of the liquid relative to the vapor surface is

Vi=Va+V, 8)

Vep = (6)

("

Energy Equation. The quasi-steady thermal boundary layer is
also assumed to begin at x = 0 and to increase in thickness (from the
bubble wall) with increasing bubble length. Under the assumptions
of slug flow and a third order temperature profile, expressions for the
local thermal boundary layer thickness

8 ‘
= = 2.828 (Re,Pr)~1/2 9)
x

and the length-averaged Nusselt number

Nug = % = 1.0608 (Re, Pr)1/2 (10)
result where the Reynolds number is calculated with the relative ve-
locity V. These equations are developed for slug velocity profile flow
of liquid metal over a flat plate in undergraduate heat transfer
texts.

Equation (10) is used to predict the bubble collapse rate and com-
pared with the experimental collapse data for each bubble history.

Liquip

Vo
Vi
B Py | :
Ry — — 8'F
DETAIL A

Flg. 2 Model for analysis
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The comparison is carried out as follows: For given initial bubble size,
rise velocity, To, and T'«, the initial heat transfer coefficient £ is cal-
culated using equation (10). This, together with the cylindrical portion
of the bubble surface area and the temperature difference, is used to
calculate the total heat transfer @ for a small time increment. The
collapse length of the bubble for that time increment is determined
by multiplying this total heat transfer by the vapor specific volume
and dividing by the product of the latent heat of vaporization and 4,.
During the time increment, the vertical displacement of the bubble
results in a reduction of the hydrostatic pressure. Using the perfect
gas equation of state, the increase in volume due to this pressure re-
duction is calculated and added algebraically to the volume reduction
due to the heat transfer. This process is repeated to generate the
coliapse curve, i.e., volume versus time history, using the customary
precautions to ascertain that the time increment for each subcalcu-
lation is sufficiently small.

To carry out these calculations the rise velocity, 79 and T are
assumed constant and are obtained experimentally for each bubble.
The relative velocity (V) used to determine Rey, for use in equation
(10) is that at the end of the hubble, x = L. While this is the maximum
value of V, = V. + V), it should be noted that this velocity is a rather
weak function of x as can be seen by examining equation (4), that is,
for the present problem R, is an order of magnitude greater than 5.
This allows V, to be treated as a constant to obtain equations (9) and
(10).

Results

Photographic data for the collapse of 22 bubbles ranging in initial
volume from 3.15 to 106.8 cm?® and ranging in subcooling from 0.5 to
9.0 K were obtained and reduced. A majority of these (16 bubbles)
were obtained with the 2.18-cm dia tube; two were obtained with the
3.81-cm tube; and four were for the 1.27-cm tube. Typical experi-
mental results are presented in Figs. 3-5. In each of these figures the
circular data points represent experimental results, and the solid black
line on each figure is the theoretical collapse rate obtained by appli-
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Fig. 3 Comparlson of experimental and analytical collapse of a bubble in
an 0.0218-m ID tube: (A) Bubble 13-c, 0.50 K subcooling; (B) Bubble 13-f,

3.20 K subcooling
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cation of the analysis result, equation (10). Figs. 3 and 4 cover most
of the range of subcooling used in the experimental program and are
typical of the results obtained with the 2.18-cm tube. Fig. 4 represents
the degree of experimental repeatability obtained; these data were
obtained under intentionally repeated test conditions. Fig. 5 is typical
of the results using the 1.27-cm tube and the 3.18-cm tube. The
comparison between experiment and theory for all experiments is
remarkably good when compared with usual phase change results.
When the subcooling was somewhat greater than 9.0 K in our exper-
iments (the exact value for this was not determined), the vapor bubble
did not rise in the tube. Since this situation does not fit the actual
model, it is not recommended that the analysis be used for cases where
the collapse rate causes zero or negative bubble rise velocity.

The percent error between the theoretical collapse rate of equation
(10) and the experimental measurements had a mean value of 3.4
percent and a standard deviation of 12 percent. This error analysis
did not include the 9.0 K subcooling data. It is very possible that the
measurement techniques could introduce errors of this magnitude.

The major error involved in the experimental study is that of de-
termining the time dependent vapor bubble volume. Measurements
included the cylindrical portion bottom diameter, upper diameter,
and overall length. Errors resulted from: (i) lack of precise vapor-
liquid interface definition and (ii) lack of exact conformance to the
tapered cylinder and hemispherical cap model. It is estimated that
the volume determination was within £10 percent and this error
completely overshadows errors in other measurements involved.

The flat plate analysis which is compared with individual collapse
histories in Figs. 3-5 neglects the heat transfer along the upper cap
surface and in the wake region. A more exact solution should include
these effects. To examine the relative magnitude of error introduced
by these omissions, an approximation of the heat transfer from the
cap surface can be obtained with the usual correlation equation for
forced flow over a sphere, Nup = 0.37 Rep%8. In the present appli-
cation, the appropriate velocity for the Reynolds number is the in-
tegrated average velocity of the liquid flow over the cap. A number
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Flg. 4 Comparison of experimental and analytical collapse of two bubbles

In an 0.0218-meter ID tube for subcooling of 9.00 K: (A) Bubble 8-b-2; (B)
Bubble 8-b-3
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1.0 completely analyzed with regard to calculated parameters due to time
limitaticas.)
09 q In the small diameter tube (1.27 cm) the combination of §, + § was
greater than the liquid thickness which indicates that interaction
\ \ between the thermal and velocity boundary layers existed at the start,
o8 aN of collapse. Two comments should be made on this situation:
°\ 6\ 1 The velocity boundary layer, 4, is measured from the glass and
wo .7 N&(—A the thermal boundary layer, §,, is measured from the vapor. There-
s fore, this interaction will occur in a region where both are relatively
3 slowly changing functions.
g 06 2 The scale readability of measuring length from the photographic
3 images made the values of D, — D} questionable for the small
« \ tube.
"E' 05 o EXPERIMENTAL RESULTS B.oth effects may re.zquire additif)nal study t(? provide more infor-
= —— MATHEMATICAL MODEL mation. However, the integral solution method did seem to adequately
- . . . o
w 0.4 model this case, and is recommended for estimation of cylindrical
g \ water vapor bubble collapse rate under the following conditions:
| & (1) inside tube pressure near atmospheric;
g 0.3 (i1) tube inside diameters from 1 to 4 cm;
B (iii) subcooling to 9 K;
0.2 (iv) bubble cylindrical length-to-diameter ratio not less than 0.5
N at end of collapse prediction;
0.1 \ (v) laminar flow over entire bubble length.
’ ~N
™ Conclusions
0 The heat transfer controlled collapse of large, cylindrically shaped

0 02 04 06 0.8
TIME (SEC)

Fig. 5 Comparison of experimental and analytical collapse of bubbles: (A)
Bubble 12-b, 0.0381-m ID tube, 1.00 K subcooling (B) Bubble 14-e, 0.0127-m
ID tube, 2.31 K subcooling

.0 1.2 14

of calculations were carried out for the conditions of the experiments
of this study; in general, the ratio of cap/gcy1 approaches 10 percent
when the ratio of cylindrical length to bubble diameter is on the order
of 14 in the 3.81-cm tube, Y; in the 2.18-cm tube, and % in the 1.27-cm
tube. This ratio of §cap/Gey1 drops markedly with increasing length-
to-diameter ratio. At length-to-diameter ratios less than (0.5, however,
the bubble loses its cylindrical configuration, and no flat plate analysis
should be considered. This was the criterion used in comparing ex-
perimental collapse history with theory.

The application of the flat plate analysis should be limited to cases
where laminar flow exists over the bubble length and where there is
no overlap of the thermal and velocity boundary layers developing
along the vapor surface and the tube wall, respectively. Appendix
Table A-3 tabulates experimental and some calculated results, in-
cluding maximum Reynolds numbers, 8, and §, for thirteen vapor
bubbles studied. (Of the 22 bubbles photographed, only thirteen were

water vapor bubbles rising due to buoyancy effects inside a vertical
tube with constant wall temperature is dependent upon tube diameter
and fluid subcooling. This collapse rate can be predicted with a very
high degree of accuracy by a simple energy balance at the liquid-vapor
interface which relates the convective heat transfer to the change of
latent heat of vaporization within the bubble due to volume
change.

The simple integral boundary layer analysis for slug-flow of liquid
over a flat plate yields a valid convective heat transfer coefficient in
the usual form of a length controlled Nusselt number as a function
of the.Reynolds and Prandtl numbers. The appropriate velocity for
determination of the Reynolds number is the relative velocity between
the vapor and the liquid. Application of the boundary layer result
requires that the bubble translatory velocity, which is treated as a
constant, be known. Further, the continuously decreasing bubble
length and the corresponding continuously changing heat transfer
coefficient necessitates a computer-type solution for the complete
collapse. A major contribution of this effort is that the collapse phe-
nomenon is shown to be boundary layer heat transfer controlled.
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Table A-1 Experimental data

Inside Tube Bubble Initial Bubble Rise e
Bubble Diameter Diameter® Length#t Velocity ATER

cm in cm in cm ft cm/sec  ft/sec °c °F
8b-2 2.18  (0.86) 1.80  (0.71) 13.08  {0.429) 30.02  (0.985) 9.00 (16.2)
8b-3 2.18  (0.86) 1.80  {0.71}) 15.64  (0.513) 3047 (1.131) 9.00 (16.2)
8b-4 2,18 (0.86) 1.80 (0.71) 14.63  (0.480) 22.01  (0.722) 9.00 (16.2)
12-b 3.81  (1.50) 3.02 {(1.19) 7.13  (0.234) 22.56  (0.74) 1,00 (1.8)
12-d 3.81  (1.50) 3.02  (1.19) .42 {0.1449) 2112 (0.693) 2.70  (4.86)
13-¢ 2.18  (0.86) 1.80  (0.71) 6.64  (0.2179) 15,12 (0.496) 0.50 (0.9)
13-d 2.18  (0.86) 1.80  (0.71) 3.28  (0.1075) 14.72 (0.483) 1.67  (3.0)
13-e 2.18  (0.86) 1.80  (0.71) 4,85  (0.1591) 11.89  (0.390) 2.70  (h.86)
13-f 2.18  (0.86) 1.80  (0.71) 5.94  (0.1950) 13.56  (0.445) 3.20  (5.76)
14-b 1.27  (0.50 1,12 (0.44) 3.08  (0.1010) 10.97  (0.360) 0.55  (0.99)
14-¢ 1.27  (0.50) 112 (0.44) 3.16  (0.1035) 10.36  (0.340} 1.20  (2.16)
14-d 1.27  (0.50) 1,12 (0.4b) 5.32  (0.1745) 9.51  (0.312) 217 (3.90)
Th-e 1.27  (0.50) 112 (0.44) 1.9 (0.367) 10.12 (0.332) 2.31  (4.16)

“Diameter s average of measurements at top and bottom
4#Rise velocity is that of center of mass of vapor
#*#AT {s subcooling, f.e., To -T
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Table A-2 Experimental collapse data

Table A-2 (Cont'd)

Time y Time Time Time
Bubble (sec) v/v Bubble (sec) v/v Bubble (sec) V/Vo Bubble (sec) V/Vo
12-b 0 1.0 12-d 0 1.0 14-b 0 1.0 ¢ 0 1.0
0.1 0.969 0.1 0.907 0.1 0.906 0.1 0.765
0.2 0.939 0.2 0.780 0.2 0.832 2.2 0.631
0.3 0.871 0.3 0.642 0.3 0.795 0.3 0,464
0.4 0.826 0.h 0.683 0.4 0.397
0.5 0.773 0.5 0.572 0.5 0.347
0.6 0.743 0.6 0.646 0.6 0.246
0.7 0.728 0.7 0.572
0.8 0.683 0.8 0.534
0.9 0.653 0.9 0.1497
1.0 0.608 1.0 0.460
1.1 0.577 1.1 0. 441
1.2 0.555 1.2 0.386
1. .
3 0.517 14-d 0 1.0 1h-e 0 1.0
13-c 0 1.0 13-d 0 1.0 0.1 0.795 0.1 0.742
0.1 0.982 0.1 0.812 0.2 0.570 0.2 0.656
0.2 0.948 0.2 0.709 0.3 0.386 0.3 0.485
0.3 0.897 0.3 0.658 0.4 0.263 0.4 0.342
g.g 8.255 0.4 0.607 0.5 0.161 0.5 0.265
. .812 0.6 0.175
0.6 0.778
0.7 0.7k 8b-2 0 1.0 8b-3 ) 1.0
0.8 0.727 0.05 0.841 0.025 0.948
0.9 0.684 0.10 0.495 0.075 0.610
1.0 0.676 0.15 0.362 0.125 0.412
1 0.642 0.20 0.113 0.175 0.171
:§ 0.29:! 0.25 0.016 0.225 0.039
: 0.60 8b-4 0 1.0
V3-e o 1.0 13-§ ) 1.0 0.05 0.780
0.1 0.793 a.1 0.743 0.10 0.622
0.2 0.654 0.2 0.518 0.15 0.501
0.3 0.529 0.3 0.383 0.20 0.272
0.4 0.425 0.4 0.287 0.25 0,151
0.5 0.367 0.5 0.229 0.30 0.098
0.6 0.278 0.6 0.181 0.35 0.030
0.40 0.017
Table A-3 Calculated data
'V/Vo is ratio of volume to initial volume
Bubble Re, Pr 3 6y (0, -0y)
{cm) (cm) (cm)
3b-2 322,000 1.86  1.069 x 1071 4.78 x 107" 3.80 x 107
8b-3 524,000 1.86  1.003 x 107 448 x 1077 3.80 x 10
we wish to acknowledge support of Tennessee Technological Uni- 8b-4 403,000  1.86  1.068 x 107" 4.78 x 1077 3.80 x 107"
versity during the experimental research program. 12-b 159,000  1.75  8.30 x 10°° 3.82 x 1077 7.90 x 107}
12-d 82,000 1.78  7.16 x 107’ 3.27 x 1072 7.90 x 107}
References 13-¢ 109,000 1.75  9.33 x 107 4.30 x 1077 3.80 x 107"
1 Plesset, M. 8., and Zwick, S. A., “A Non-Steady Heat Diffusion Problem 13-d 54,000 1.76 6.55 x 1077 3.00 x 1077 3.80 x 107}
With Spherical Symmetry,” Journal of Applied Physics, Vol. 23, 1952, p. 13-¢ 59,000 1.78 3.26 x 107 4.23 x 107? 3.80 x 107}
95. o o o 13-¢ 55,000 1.79  1.17 x 107 5.35 x 1072 3.80 x 107"
2 Plesset, M. S, and Zwick, S. A., “The Growth of Vapor Bubbles in Su- b 52,000 1.75 6.27 x 107 2.89 x 107 150 x 107"
perheated Liquids,” Journal of Applied Physics, Vol. 25, 1954, p. 493. ’ ' ’ -, ' -2 ’ -1
3 Dergarabedian, P., “The Rate of Growth of Vapor Bubbles in Super- V-c 53,000 .76 6.0h x l°_7 2.77 % lo_z 1.50 x I°_|
heated Water,” Journal of Applied Physics, Vol. 20, 1853, p. 537. 14-d 72,000 1.77  9.20 x 10 b.21 x 10 1.50 x 10
4 Forster, H. K., “On the Conduction of Heat Into a Growing Vapor lh-¢ 179,000  1.77  1.227 x 10 5.62 x 1077 1.50 x 107"
g p

Bubble,” Journal of Applied Physics, Vol. 25, 1954, p. 1067.

5 Forster, H. D., and Zuber, N., “Growth of a Vapor Bubble in a Super-
heated Liquid,” Journal of Applied Physics, Vol. 25, 1954, p. 474.

6 Akiyama, M., “Spherical Bubble Collapse in Uniformly Subcooled
Liquid,” Bulletin of the Japanese Society of Mechanical Engineers, Vol. 8,
No. 32, 1965, p. 683.

7 Hewitt, H. C. and Parker, J. D., “Bubble Growth and Collapse in L.iquid
Nitrogen,” JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol.
90, No. 1, 1968, p. 22.

8 Florschuetz, L. W., and Chao, B. T\, “On The Mechanics of Vapor Bubble
Collapse,” JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol.
87, No. 2, 1965, p. 209.

9 Wittke, D. D. and Chao, B. T\, “Collapse of Vapor Bubbles with I'ran-
slatory Motion,” JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series
C, Vol. 89, No. 1, 1967, p. 17.

10 White, E. T., and Beardmore, R. H., “The Velocity of Rise of Single
Cylindrical Air Bubbles Through Liquids Contained in Vertical Tubes,”
Chemical Engineering Science, Vol. 17, 1962, p. 351.

11 Kouremenos, “Uber die strémung einzelner zylinderférmiger gasblasen
in vertikalen kreisrohren,” PhD dissertation, Eidgenossischen Technischen
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RcL, §, and Gl are maximum values based on initial bubble length.

Properties are based on flim temperature.

12 Anderson, G. H., Haselden, G. (5., and Mantzourznis, B. G. “Two Phase
(Gas-Liquid) Flow Phenomena-~1IV,” Chemical Engineering Science, Vol. 17,
1962, p. 751.

13 Rohsenow, W. M., Private communication, Jan., 1970.

APPENDIX

Tables A-1 to A-3 contain both experimental and calculated data
for thirteen vapor bubbles that were analyzed. Since experimental
measurements were taken with British Fngineering Units, these have
been retained in the Appendix and are shown in parentheses in 'I'able
A-1.
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Incipient Boiling Characteristics at
Atmospheric and Subatmospheric
Pressures

Experimental data are reported for incipient boiling of water, refrigerant R-113, and
methanol from a flat horizontal stainless steel surface of known surface roughness. The
work was carried out over a pressure range of 1,0.5, and 0.25 atm. Overshoot temperatures
at incipience for R-113 and methanol were systematically investigated and found to exist
for all pressures employed. The overshoot in temperature at incipience did not occur for
water within the experimental range covered. Surface temperature fluctuations were
found to increase in amplitude with decreasing pressure, reaching a maximum at inci-
pience. In general, these temperature fluctuations became less pronounced as fully devel-
oped nucleate boiling became established. An abnormal occurrence of transition from sin-
gle-phase free convection to film boiling is also reported.

Introduction

An understanding of the factors which influence the onset of boiling
is of importance in the design and operation of cooling systems asso-
ciated with high heat flux units. Transition from single-phase con-
vection to nucleate boiling occurs when the liquid layer adjacent to
a heating surface becomes superheated. Corty and Foust {1]! observed
that the immediate past history of the boiling surface had a pro-
nounced effect on the superheat required for incipience. They de-
scribed and classified the phenomenon for ether, normal pentane and
refrigerant R-113 and reported superheats far in excess of those
normally required to initiate boiling. The phenomenon of large
temperature overshoots preceding the initiation of boiling bubbles
was termed “hysteresis” and similar trends have been reported by
various investigators. Turton (2] reported large temperature over-
shoots—as high as 100 and 120°F—for refrigerant R-11 hoiling from
a stainless steel tube at pressures above atmospheric and under the
influence of increased gravity. An excess value {or incipient superheat
of between 25-30°F was found by Abdelmessih, et al. [3] for refrig-
erant R-11 boiling in a stainless steel tube under forced flow condi-
tions. The superheat was found to be independent of the fluid velocity
in the range tested. Marto and Rohsenow [4] reported temperatures
as high as 135°F for the onset of nucleate boiling for liquid sodium
in pool boiling and found that the value of temperature overshoot
depended on the surface finish. Similar overshoots in temperature

! Numbers in brackets designate References at end of paper.

Contributed by the Heat Transfer Division for publication in the JOURNAL
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division
February 10, 1977.
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have heen reported by Chen [5] for flow boiling of liquid potassium.
Small temperature differences of a few degrees obtained with in-
creasing and decreasing heat flux near the incipience value have been
reported by numerous authors for various liquids and conditions and
these temperature differences have been attributed to hysteresis ef-
fects.

Analytical predictions of incipient superheat, critical bubble radius,
and heat flux have been comprehensively reviewed by Cole [6] for both
the heterogeneous case and nucleation from heated surfaces.

From graphical calculations Bergles and Rohsenow (7] proposed
the following equation:

(q/A)i = 15.6pL156(T,, — T,)28/p002 "

which relates incipient heat flux to saturation temperature difference
and system pressure. This equation was in good agreement with their
data for forced convection boiling of water in stainless steel and nickel
tubes. Davis and Anderson [8] derived an expression relating incipient
heat flux and superheat which reduced to the following:

Kerpy
8(1 + cos Na'T

for systems of low surface tension or higher pressures. This expression
reduces to that derived by Sato and Matsumura (9] and by Rohsenow
[10] for a hemispherical bubble nucleus.

The foregoing studies were conducted at atmospheric pressure and
above. The present experimental investigation provides information
on the behavior of liquids during incipient boiling at atmospheric and
subatmospheric pressures.

{(g/A); = (Tw = T,)? {2)

Description of the Equipment
The experimental apparatus and instrumentation are shown

Transactions of the ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CONDENSER

150
BULK LIOUID
TEMP PROBE -
“~CO0LING
WATER NEEDLE
BOILING - / VALVE
CHAMBER
SELECTOR
SWITCH @ AR BLESD
N, TRAP VALV,
\ 1 VACUUM
“OVM -Aac)-H7TT @ RESERVOIR-
o TRAP
2] CHAMBER
TP
VACUUM PUMP
AMPUIFIER —
OSCiLLOSCOPE DOUBLE 10KV A VARIAC
VARIAC  TRANSFORMER
Fig. 1 Schematic diagram of experimental apparatus
schematically in Fig. 1. Test liquids were boiled from an electrically 75 mm
heated horizontal rectangular stainless steel plate elevated 31 mm STAINLESS
; . . 6mm RUBBER COPPER STANLESS STEEL NUT
from the base of the pool. The test surface assembly was housed in SECE \ TERMINAL STEEL TEST 3
a cubical stainless steel chamber with clear inside dimensions of 210 1 1“T‘L' SUREACE
: ; : ; ARALDITE I 1 [ i | | )
mm on all sides. Plate glass windows were incorporated on four sides BLOCK t Ry—— e
for observation purposes. An auxiliary heater made of resistance wire WIRES ELECTRODE ™+ i
in a silica glass tube and regulated by a variac surrounded the test ‘ BASE PLATE 0 RING i
. . . . . o N7 4
surface assembly. 'This was used to bring the test liquid to boiling and = AR Q
maintain it at saturation temperature during low heat flux operation.  3mm russe# | 1L gélENLLl%a%E
Hot vapors passed to a stainless steel condenser through a 25-mm ~ %€7 : L T
N . . v
stainless steel tube. The condenser contained three independent, BUSHING : | |
elongated “U" shaped cooling passages made of 25-mm stainless steel i ! !
tubes housed in a rectangular stainless steel shell. The unit was i
mounted at 15 deg to the horizontal to facilitate flow of condensate L - i
B i 1

which was returned to the boiling chamber, through the base plate,
hy glass tubing.

The test surface was fitted with a 6-mm thick “pure natural” rubber
backing piece which provided thermal insulation as well as sealing.
T'hese items were then placed onto an Araldite block which fitted over
two gold plated brass electrodes (Fig. 2). Thermocouples spot welded
to the back of the test surface passed through the rubber backing and
out through a 6-mm stainless steel tube. The wires were sealed after
passing through a glass “T" piece, the vertical leg of which was con-
nected to a vacuum pump, which thus pulled down the test surface
onto the rubber and the Araldite block.

Low pressure operation was achieved by evacuating the system
from the cold end of the condenser which reduced loss of vapor to a
negligible level. Pressure inside the chamber was regulated by. a
throttling needle valve connected to a vacuum reservoir-trap chamber.
A pressure difference was continually maintained between the system
and the underside of the sample, so that positive pressure always
existed on top of the boiling surface.

The Heating Surface

The test surface was made of type EN5S8E stainless steel measuring
nominally 100 X 50 X 1.6 mm. To each end was brazed a copper ter-
minal provided with two holes by means of which it was fastened to
the gold-plated brass electrode. The copper terminals were highly

Nomenclature

Fig. 2 Schematic diagram of test surface assembly

polished and then gold plated to eliminate tarnishing and oxidation.
Extreme care was taken to ensure that the test surface remained free
from localized corrosion due to water, and contamination due to
methanol, by nitrogen sparging of the liquids before and during the
tests. Inside the boiling chamber, double deionized “Analar” water
and -distilled pure methanol were bubbled with a nitrogen column
positioned remotely from the test stirface so as not to interfere with

. the boiling process. This procedure was not required for refrigerant

R-113 with which no contamination occurred.

The stainless steel surface was finished with vaqua blasting, which
consists of the impingement on the surface at high pressure of an
alumina particle suspension in water. This technique yielded a con-
sistent and reproducible surface micro-roughness of 0.94 um C.L.A.
(37 1 in.) in all directions and rendered a homogeneous surface texture
for the whole surface. An examination of electron micrographs of the
surface taken at 5 K magnification over several locations revealed the
existence of a variety of cavity shapes and sizes and included nu-
merous irregular shaped re-entrant cavities. The long free edges of

K = thermal conductivity
p = density
a = surface tension

p = pressure
q/A = heat flux
T = temperature

= bubble contact angle

Subscripts

Journal of Heat Transfer

M = heat of vaporization

i = incipient boiling condition

£ = liquid condition
s = saturation condition
v = vapor condition

w = heated surface condition
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the sample were polished to a near mirror finish to eliminate nu-
cleation from these areas.

Instrumentation and Measurement

Heating of the test surface was accomplished by the passage of a
heavy current at low voltage from a 10 kVA transformer regulated by
a double variac. Current was measured by an ammeter through a
current transformer, and voltage was measured directly across the
heating section using two thermocouple wires welded at the extreme
edges of the stainless steel surface i.e., at the dimensionless distances
of +0.5 on each side of the specimen center line. The exact distance
between these voltage tappings was determined with a vernier mi-
croscope and this dimension was used in the calculations. The po-
tential drop across the surface was observed on a digital voltmeter.
Conduction losses to the copper terminals were calculated using a
one-dimensional model with internal heat generation, assuming that
the copper temperature at the stainless steel interface, was equal to
the liquid saturation temperature. Using the bulk liquid saturation
temperature as a basis for calculation provides the condition for
maximum possible end losses.

The surface temperature was determined from the average indi-
cation of 10 Chromel-Alumel thermocouples attached to the base of
the test specimen. The thermocouples were situated so as to provide
a temperature distribution across the length and width of the sample,
as indicated in Fig. 3(a). All were connected to a selector switch and
the emf generated was displayed on a digital voltmeter. The boiling
surface temperature was calculated from the average measured base
temperature using the one-dimensional heat conduction equation
with internal heat generation. This average value was used as one
boundary condition in the solution of this equation together with the
assumption of zero temperature gradient at the base of the specimen.
Typical temperature distributions are presented in Fig. 3(b). At low
heat inputs and during incipience, temperatures in the immediate

O g O
EXX X : X X C:
O . O

Fig. 3(a) Thermocouple distribution over the heating surface—X temper-
ature thermocouple; 0 voltage tapping

20 +
16
(&) 12 +
g,
¥
£ st
0 METHANOL,q/A =214 kW/m?
L A R-13, q/A= B8 kW/m?
O WATER, q/A = 32:4 kW/m?
1

-05 0 05
DIMENSIONLESS DISTANCE FROM CENTRE LINE

Fig. 3(b) Temperature distribution over the heating surface
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vicinity of the edges were in general lower than those existing over the
mid 80-85 percent region. Under these conditions, the average tem-
perature over this region only was used in the calculations.

Bulk liquid temperature was obtained from a thermocouple sit-
uated in a glass tube immersed in the liquid and passing through the
top plate of the boiling chamber. System saturation pressure was
measured by a pressure tapping on the side of the chamber connected
to a mercury-in-glass manometer and system pressure variation wag
controlled to within +3 mm Hg.

Temperature history traces were recorded by an oscilloscope to-
gether with a Polaroid camera. A single thermocouple situated at the
center of the test specimen was used for this purpose. The emf gen-
erated by this thermocouple was also observed by means of a digital
voltmeter. The thermocouple signal was filtered and amplified before
being introduced into the oscilloscope. It was found necessary to
employ separate filters at the input to the amplifier and the oscillo-
scope because of the large 50 cps a-c picked up by the thermocou-
ple.

Experimental Procedure

The test liquid was brought to boiling temperature by the auxiliary
heater at the desired operating pressure, and was boiled until the
whole system was in equilibrium. The heater was then turned down
and current was passed through the test specimen. Power was raised
gradually and at each level of heat input, equilibrium was established
before readings were recorded. During incipience, temperatures were
never constant at any one location nor indeed the same across the
surface. Such variations at incipience are not generally reported in
the literature. This may be due to the fact that in most investigations,
particularly involving flat surfaces, the surface temperature is deduced
from extrapolating the temperatures indicated by thermocouples
situated in a vertical axis within a copper heating cylinder, the top
surface of which comprises the boiling test surface. This represents
a single indirect damped measurement whereas in the present work,
although some damping inevitably occurs due to the thermal capacity
of the test specimen, surface temperature was obtained by a more
direct means utilizing several thermocouples at various locations.
Equilibrium at incipience was considered to be established, for the
worst case, when each thermocouple slowly fluctuated within £0.5°C
and the variation across the central 80 percent of the plate was no
more than 3°C. Current and voltage readings were then recorded, as
were the surface and bulk liquid temperatures together with the
system pressure.

After the first appearance of bubbles (incipience), power was turned
off and the plate allowed to cool to the liquid saturation temperature.
The power input was then reset to a level higher than that previously
attained and the surface temperature was observed to rise rapidly to
a maximum value before dropping sharply as bubbles erupted over
the surface. The values of temperature immediately before and after
the eruption were recorded, together with other relevant measure-
ments. This process was repeated at successively higher power lev-
els.

Discussion of Results

In this work the overshoot of temperatures associated with incipient
boiling have been measured for a range of fluids which include water,
R-113, and methanol. Also, boiling surface temperature fluctuations
have been observed during incipience for the experimental range
which covered the following pressures: atmospherie, 0.5 atm, and 0.25
atm.

It was found that the overshoot phenomenon occurred only for
R-113 and methanol for all pressures investigated, and significant
temperature excesses were required to initiate boiling. Incipience
occurred in the form of a cloud of bubbles appearing at an arbitrary
point on the heating surface and spreading quickly to cover the whole
of the heating surface area. The “explosion” of bubbles quenched the
surface and was immediately followed by stable and separate bubble
columns.

Fig. 4(a) shows a typical eruption of R-113 at atmospheric pressure
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Advance of incipient boiling eruption—g/A = 15 kW/m?

Fig. 4(a)

Fig.5(a) N 1 boiling eruption: (T,, — T )peak = 21°C, g/A = 30 kW/m?;
vertical scale 3.5°C/major division, horizontal scale 2 s/major division

Fig. 4(b) Temperature history of bolling eruption, vertical scale 2.5°C/major
division, horizontal scale 2 s/major division

Fig. 4 A typical boiling eruption at incipience for R-113 at atmospherlc
pressure

occurring on an otherwise freely convecting surface. Fig. 4(b) is the
corresponding temperature history of this event. As the power was
increased, the surface temperature was observed to rise from that of
liquid saturation, to an overshoot value before finally relaxing to a
steady boiling temperature as the surface was quenched with the
advance of the boiling eruption. The surface temperature prevailing
under steady boiling conditions is seen to be significantly less than
that required for the onset of incipience. The rate at which the surface
temperature dropped to a steady value in established nucleate boiling
is indicated by the sudden drop in temperature.

Fig. 5(a) shows a normal temperature history for an eruption at 0.5
atm for R-113. Figs. 5(b) and 5(c), however, show an interesting ab-
normal event of transition from single phase free convection to
transition-film boiling, which was found to occur at 0.5 atm and for
R-113 only. This was occasionally observed after the surface had been
submerged in the working fluid at saturation temperature for periods
of 10-20 min in-between tests. The power input in Figs. 5(a) and 5(b)
are the same (approximately 30 kW/m2) but that of Fig. 5(c) is higher
(approximately 40 kW/m?). When the power input to the heat transfer
surface was increased to a level which would normally have produced
a temperature difference sufficient to cause boiling, on these partic-
ular occasions the surface temperature continued to rise and peak
temperature differences of 53 and 33°C were recorded from the digital
voltmeter indication. When the eruption occurred, film boiling ac-

Journal of Heat Transfer

Fig. 5(b) Transition from free convection to film boiling: (Tw — Tsdpook =
53°C, g/A = 30 kW/m?; vertical scale 3.5°C/major division, horizontal scale

2 s/maijor division

Fig. 5(¢c) Transition from free convection to film boiling: (T, — T )peox =
33°C, g/A = 40 kW/m?; vertical scale 3.5°C/major division horizontal scale

2 s/major division
»

Fig.5 Normalincipience and transition from free convection to film boiling
for R-113 at 0.5 atm
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tually covered a portion of the surface momentarily. The film then
diminished in size as the temperature relaxed to the normal boiling
temperature and nucleate boiling prevailed. The duration of film
boiling in the localized area was 2-5 s depending on the maximum
temperature attained before the eruption. It would appear, therefore,
that the nucleate boiling regime is by-passed and the mode of heat

transfer is changed from free convection directly into transition-film

boiling over a localized area due to the high temperature difference.
However, since the heat flux is not high enough to sustain this mode
of boiling, the surface temperature drops and steady nucleate boiling
becomes established. Hall [11] recently reviewed experiments with
subcooled water in which attempts to show a sudden transition from
liguid conduction to film boiling failed for a wide range of pressures.
The transition observed here is not in contradication, since R-113
possesses entirely different properties from water and it occurred at
0.5 atm only. Turton [2] also observed very high overshoot tempera-
tures of 100 and 121°F with R-11 although this work was carried out
at pressures higher than atmospheric and under increased gravity.

The observations for methanol, boiling at atmospheric pressure,
0.5 atm, and 0.25 atm are similar to those of Fig. 4. It was observed that
the position on the surface at which the incipient eruption commenced
was arbitrary, and although in some cases bubbles formed on the thin
vertical edge they in no way influenced the phenomenon observed
here. The eruptions start spontaneously from random locations on
the surface and it is not possible to determine whether they are pre-
ceded by the appearance of the isolated bubbles normally associated
with incipience.

Data for heat flux versus incipient temperature difference are
presented in Fig. 6 for R-113 and Fig. 7 for methanol, together with
the predictions of equation (2). The predictions underestimate the
value of incipient boiling wall superheat, and are in keeping with the
expectations of Rohsenow [10] for low velocity forced convection and
pool boiling. It will be observed that the overshoot temperatures for
each liquid at all pressures investigated may be represented by a single
curve which gives the temperature difference required to initiate
boiling at each heat flux. Overshoot temperature differences (defined
as the difference between the overshoot and the normal incipience
temperature values) are observed to decrease with decreasing pres-
sure. The heat flux required to initiate boiling for methanol is nearly
2.5 times that required for R-113 and the overshoot temperatures for
the same pressure in methanol are nearly 1.25 times those in
R-113.

The phenomenon of temperature overshoot at incipience was not
encountered with water for the range of pressures investigated. As
the power input was raised the free convection regime changed and
a few isolated bubbles appeared, becoming more numerous with
further increase in power. However, it was observed that as the system

pressure was reduced, the incipient water bubbles became intermit- -

tent in generation, unpredictable in location and duration, deformed
in shape, and greatly enlarged. The number of incipient bubbles at
any one heat flux was greatly reduced with decreasing pressure. These
changes in bubble behavior caused surface temperature fluetuations
that increased in amplitude as the pressure decreased. At 0.5 atm
these fluctuations subsided as the heat flux increased and fully de-
veloped hoiling with numerous bubbles became established. A similar
trend in surface temperature fluctuation was reported by Turton [2)
for water boiling on the outside surface of a stainless steel tube at
pressures higher than atmospheric and also under the influence of
increased gravity. In the current investigation it was found that the
temperature fluctuations were so severe at 0.25 atm, even during fully
developed nucleate boiling, that the recording of meaningful data on
surface temperature after incipience was impossible. In addition, it
was observed that a pattern of repeated temperature build-up fol-
lowed by an extremely sharp and fast temperature drop, was associ-
ated with the relatively prolonged absence followed by the sudden
appearance of large incipient bubbles. The bubbles quench the surface
by removing the superheated layer which is built up during their
~ absence and cause temperature drops of 6-10°C in a manner similar
. to the boiling eruptions.
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Temperature fluctuations for the three liquids over the range of
pressures were very slow and small in the single-phase free convection
regime and only slightly increased in amplitude with increasing heat
flux and decreasing pressure. Maximum amplitude of fluctuation in
any one thermocouple was at the point where bubbles were just about
to appear. The worst case of 1.5°C occurred at a pressure of 0.25 atm
with water. Incipience data for water at the pressures investigated are
presented in Fig. 8, and are compared with the predictions of equa-
tions (1) and (2). Both equations underestimate the wall superheat
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required to initiate boiling. Bergles and Rohsenow [7] attribute this
trend to the absence of very large cavities which would be activated
first at the lower values of superheat. However, with the surface em-
p]oyed in these experiments (C.L.A. = 0.94 um) such cavities with
good vapor trapping characteristics had been found to be numerous.
Increasing temperature variations with decreasing pressure for the
free convection regime are also indicated. At 0.25 atm, the two
bounding lines represent the maximum and minimum temperatures
observed.

Conclusions

1 Overshoot temperature differences far in excess of normal
boiling temperature differences were required to initiate boiling of
refrigerant R-113 and methanol. These overshoot temperature dif-
ferences tended to decrease with decreasing pressure. Large super-
heats for incipience appear to be characteristic of organic liquids of
low surface tension and relatively low thermal conductivity compared
with water.

2 Using refrigerant R-113 at 0.5 atm and under certain conditions
a transition from natural convection directly into film boiling appears
possible.

3 An appreciable reduction in the numbgr of bubbles occurs at
reduced pressure. The higher temperature differences associated with
nucleate boiling at reduced pressure may be attributable to this re-
duced bubble population. This is in agreement with the observations
of others of lower temperature differences with increasing pres-
sure.

4 Severe surface temperature fluctuations were found to occur,
in particular at subatmospheric pressures at which bubble population
was significantly reduced.
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Experimental Study of Bubble
Motion in Mercury With and Without
a Magnetic Field

The behavior and hydrodynamical performance of a single bubble rising through mercury
with and without magnetic field has been studied experimentally. A new method to mea-
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sure the rise velocity and the shape of bubble with an electrical triple probe is proposed.
When there is no magnetic field, a bubble changes its shape from spherical to elliptic and

then to a spherical cap shape, as its equivalent radius R, changes from 0.1 to 3 mm. The
experimental results are found to agree well with the theories reported so far. In the case
of a magnetic field, it is found that the effect of intensity of magnetic field B on the rise
velocity depends largely on the radius of a bubble. When Ry, = 3 mm, the rise velocity de-
creases monotonically with the increase of B. However, when R, = 1 mm, the rise velocity
increases once but it then starts to decrease afterwards with the increase of B.

Introduction

‘The most promising method to reject heat from the nuclear fusion
reactor at present is to use liquid lithium in the hlanket of the reactor
in consideration of producing tritium. However, this metliod has such
disadvantages as the large flow resistance due to the strong magnetic
field and the deterioration of heat transfer coefficient. To reduce these
defects, we propose a new heat rejecting method using a two-phase
flow. In this configuration, a cooling pipe cooled by helium flow is
installed to extract heat from lithium. Adding to that, helium bubbles
are properly injected into liquid lithium to avoid local overheating
of lithium and blanket walls. Tritium produced in liquid lithium is
taken away by helium bubbles. By this method, it becomes possible
to reject an adequate heat from the blanket of the nuclear fusion re-
actor.

In the multipurposed high temperature helium gas cooled reactor,
the energy is used not only for electric power generation but also for
steel-making, various chemical industries, and coal gasification.
Therefore, it is required that heat exchangers between the primary
and secondary loops be used in the high temperature region of
900-1000°C and have a high overall heat transfer coefficient. The
following can be considered as one of such heat exchangers, where
helium of the primary loop flows in the tube installed in the liquid
metal vessel and the gas in the secondary loop rises up as bubbles in

Contributed by the Heat Transfer Division for publication in the JOURNAL
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division
October 12, 1976
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the liquid metal which works as an intermediate heat exchange me-
dium. In the research and development of the heat exchangers men-
tioned previously, it is essential to clarify the heat transfer and hy-
drodynamical performances of two-phase flows in liquid metals.
However, they have scarcely been studied so far. As a primary step
to clarify these points, this paper reports experimental results of the
behavior and hydrodynamical performance of bubbles in mercury
which is used as the liquid metal with and without a magnetic
field.

In the case without a magnetic field, many studies have been carried
out on the movement of bubbles rising in liquids, especially in water.
There is a study by Haberman and Morton [1]! over a wide Reynolds
number region. Haberman and Morton and Peebles and Garber, et
al. [2] used several other liquids but not liquid metals. Theoretical
solutions have been obtained for several cases: by Rybczynski and
Taylor [3] in the small Reynolds number region, by Moore {4} in the
large Reynolds number region, and by Davis, et al. [5] for spherical
cap bubbles. However, as its performance depends not only on
Reynolds number but also on the surface tension, the behavior of the
bubble in the liquid metal should be different from that in water and,
therefore, the performance should differ. In addition, since liquid
metal is not transparent, it is not possible to observe the behavior of
bubbles and, therefore, we have seen no experimental studies of the
motion of bubble so far except for one paper by Davenport, et al. [6],
who studied the behavior of very big bubbles in mercury.

! Numbers in brackets designate References at end of paper.
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On the other hand, few studies on the hydrodynamical behavior
of bubbles in an electrically conducting liquid with a magnetic field
have been reported. The theoretical studies that have been reported
so far in this related field are on the flow field around a nonconducting
solid sphere [7] under aligned [8] and transverse [9] magnetic fields
in the small Reynolds and Hartman numbers region. Experimental
studies of the motion of solid sphere under the transverse magnetic
field in the large Reynolds number region by Tsinober, et al., and
Kalis, et al., whose results are reviewed by Lielausis [7}. As the bubbles
change shape in accordance with the intensity of the magnetic field,
their hydrodynamical behavior is considered to be different and more
complex than that of solid spheres.

From these points of view, the primary purposes of this paper are
to assure a method of accurately measuring bubble shapes and their
rise velocities in mercury with an electrical triple probe. The second
is to obtain the hydrodynamical relations among the drag coefficient,
the shapes of bubble, Weber number and Reynolds number without
a magnetic field by using this method and to compare our experi-
mental results with the theoretical results reported so far, As the third
step, the results obtained by measuring the behavior of a single bubble
in a transverse magnetic field are discussed.

Experimental Apparatus
The diagram of the experimental apparatus used to measure the
behavior of bubbles in mercury is shown in Fig. 1. A glass mercury-
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container, 500-mm high with a 75-mm ID, is installed at the center
of a uniform magnetic field that has a height of 300 mm, a width of
85 mm, and a depth of 100 mm. The bubbles in the mercury travel
across this magnetic field, whose intensity can be set on several dis-
crete values between 0 and 1.5 T. About 250-300 mm of the container
was filled with mercury. The bubbles were blown into the mercury
from the bubble blowing nozzle installed at the bottom of the con-
tainer and the bubbles rose up through the mercury. In the present
experiment, the bubbles were of nitrogen. The electrical triple probe
installed at the upper part of the mercury container was traversed up
and down in mercury. In the present study, the shapes and rise ve-
locity of the bubbles were obtained by a statistical calculation of the
signals obtained from the electrical triple probe under the assumption
of the uniformity of the bubble equivalent diameter. For this purpose,
a nozzle that generates bubbles of uniform diameter was developed.
This nozzle, shown in Fig. 2 (a), consists of two coaxial nozzles. The
diameter of a bubble was determined by the outer nozzle diameter
and the number of bubbles generated per unit time was determined
by the inner nozzle diameter. The diameter of the outer nozzle used
was 0.2-6 mm and that of the inner nozzle 10 um. The generation rate
of bubbles was determined by fixing the interval between the suc-
ceeding bubbles so as not to affect each other {11]. The rate of bubble

a = radius of bubble in x-direction

B = intensity of magnetic field
= radius of bubble in y-direction

Cp = drag coefficient = 8gR,,/3U?

d = distance between electrodes A and C

g = acceleration of gravity -

H = height of bubble

J = ratio of intersecting probabilities

K = nondimensional parameter related to a,
b,d, and ¢

L = distance between nozzle and probe

gn'/po®

At = delay time

V' = volume of bubble

Journal of Heat Transfer

£ = distance between electrodes A and B
M = nondimensional physical property =

N = interaction parameter = 2yB2R,,,/pU
Re = Reynolds number = 2UR,,p/n
R,, = equivalent radius of bubble

U = rise velocity of bubble

We = Weber number = 2pU2R,,/c
x = distance along magnetic field

y = distance normal to x and z axes

z = vertical distance

o = angle of rise

v = electrical conductivity

p = density

n = viscosity

o = surface tension

6 = angle between x axis and line connecting
electrodes A and C

Xx = aspect ratio = 2a/H

Xy = aspect ratio = 2b/H
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generation was measured by the platinum wire electrode placed be-
tween the inner nozzle and the outer nozzle.

The outline of the electrical triple probe used in the experiment is
shown in Fig. 2 (b). The probe consists of two electrodes A and B,
which are placed in the same direction as that of the bubbles move-
ment, and the electrode C placed parallel to the electrode A. The angle
f# between the direction of the magnetic field and a line connecting
the electrodes A and C in a horizontal plane can be varied arbitrarily
by rotating the probe around its axis. The electrode of platinum wire
is coated with glass but the end point is exposed. In the present study,
probes of various sizes were prepared according to the bubble diam-
eters; the distance d between the electrodes A and C was 1-5 mm, the
distance ¢ between the electrodes A and B was 1-2 mm, the diameter
of the platinum wire for the electrode was 0.03 mm, and the outer
diameter of the coating glass of the electrode was less than 0.1 mm.
The bubble shape and its rise velocity were obtained from the output
signals from the three electrodes A, B, C, and the electrode D set in
the bubble generating nozzle.

Principle of Measurement

The shape and rise velocity of the bubble in mercury could not be
measured from visual observations since mercury is opaque. However,
if the position of the probe relative to the bubble center when the
bubble comes up to the horizontal plane including the electrodes A
and C is assumed to be statistically random and if the shape and rise
velocity of the bubble is assumed to be same for all the bubbles in an
experiment, the bubble shape and rise velocity can be obtained by
treating the three signals statistically. Although the details of the
method of measurement have already been reported [10] for bubbles
having axisymmetric shapes, there is a need for developing a new and
different method of measurement for the cases with a transverse
magnetic field since bubbles are considered to be deformed from the
axisymmetric shape.

The output signals from the electrodes A, B, and C of the triple
probe and the electrode D installed in the nozzle are assumed as in
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Fig. 3 (a) corresponding to the relative positions of the probe and the
bubble as shown in Fig. 3 (b). The electric circuit for the electrodes
is so designed as for the output signal to be of a low level when the
electrode is in mercury, and to be of a high level when in the bub-
ble.

Bubble Rise Velocity U and Angle of Rise a. Except the region
of several centimeters above the nozzle, the rise velocity is considered
to be constant and terminal. By traversing the triple probe in the
vertical direction as to change the distance L between the electrodes
A and D, the region where the bubble has its terminal velocity is ob-
tained. The terminal rise velocity of the bubble U may be given ag
follows,

U(L) = dL/dAtpa (1)

where Atp, is the time needed for the bubble to reach the electrode
A from the electrode D. A different velocity U’ can also be calculated
from the following relation,

U= ¢/Atap (@)

where At 4p is the time needed for the bubble to reach the electrode
B from the electrode A. Due to such effect as that of spiral motion of
the bubble, the standard deviation of Atap is between 10 and 20
percent. The value of U and U’ do not always agree and, generally,
U’ takes larger value than U. The difference of U and U’ is considered
to be mainly caused by the fact that the bubble would not always rise
vertically in the mercury. Assuming that the bubble rises with the
angle « between the vertical axis and its own rising direction and that
its velocity is taken as U, the component to the vertical direction is
U,cosa which is equal to the velocity U given by equation (1). On the
other hand, the orthographic projection of the length ¢ between the
electrodes A and B to the rising direction of the bubble is £cosa, and
as the time required for the bubble going through this distance is At 4p,
U, is equal to £cosa/At 4p. Consequently, the relation among U,, U,
and U’ can be expressed as follows

U, = cosa/Atap = U'cose, U = Upcosa 3)
Therefore,
U/U’ = cos?a 4)

By making use of the measured values of U and U’ and of equation
(4), the angle of rise « can be calculated.

Shape of Bubbles Observed From Above. The direction of the
magnetic field in the horizontal plane is taken along x axis and the
directions normal and vertical to it are taken along the y and z axes,
respectively. The center of the nozzle is taken as an original point. We
now assume that the shape of a bubble can be written in the form of
the following elliptic equation when xg, yo and 2z are the distances
from the center of the ellipsoid to the bubble surface.

yo® | 4z¢?
PEATRE TR ®
As the triple probe can rotate around its axis, an angle between the
line connecting the electrodes A and C and the x axis in the horizontal
plane is indicated by 4.

The ratio JJ of Pyng, the probability that the bubble intersects both
electrodes to P,,, the probability that the bubble intersects at least
one of the electrodes, can be obtained as a function of (a/d, b/d, 8).
The value of a/d and b/d can be determined uniquely by measuring
the values of ¢/ for two angles of §, then a and b can be obtained from
the measured value of d. When the center of the bubble is completely
taken at random relative to the electrodes A and C, the following
equations hold.

T -1
= -1
{sin‘l[\/f~(2K)‘2] - V1-02K) 22K ]
. cos2f sin? 6\ -1/2
K= ld ( a? + b? ) '
If 6 = 0 and /2, then K¢ = a/d and K./ = b/d, respectively. Thus,
a and b can be separated completely, and, furthermore, they can be

(6)
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Fig. 4 Relation between J and K

determined from the measurements of J and /2 by using d and
equation (6) which is shown in Fig. 4.

Equivalent Radius and Height of Bubble. The equivalent ra-
dius of a bubble is defined by the following relation from the measured
volume under the assumption that the bubble is spherical. '

Ry = (3V/4x)1/3 "

The volume of the bubble V at atmospheric pressure is obtained from
the measured flow rate of gas and the rate of bubble generation
measured by the electrode D. The volume at the triple probe is cal-
culated from the correction of the pressure by the mercury head. On
the other hand, the bubble height H can be also calculated from the
following geometrical relation among R, a, b, and H. This relation
was obtained from integrating equation (5).

H =2R,,3/ab (8)

If the center of bubble is assumed to be completely at random when
the bubble intersects the triple probe and also if the bubble is to rise
up vertically, the probability that the time needed for the probe to
pass through the bubble, T'(At 1), is less than At 4 (signal width from
electrode A) may be given as follows.

T(Aty) = (UAt4/H')? ()]

The relation between T'(At4) and Aty is first obtained from experi-
ment and then, by drawing the most suitable quadratic curve corre-
lating these experiment values, the value of the bubble height H’ can
be obtained from the curve and by use of U and equation (9). In the
present experiment H’ of equation (9) is only employed here to check
H of equation (8).

Experimental Results and Discussions

Preliminary Experiments. Preliminary experiments were to
check the validity of the assumption in the preceding chapter and the
accuracy of the experimental setup. The intersecting frequency of
bubbles to an electrode in a horizontal plane was measured under the
condition of no magnetic field. Consequently, its uniformity together
with the uniformity of the bubble diameter was ascertained. The rise
velocity of the bubble given by equation (1) was made sure to be
constant through the whole region excluding the part close to the
nozzle. The deviation of At 4p was observed to be about five times that
of Atpa. This can be explained by the spiral motion of the bubble.

In our experiments, the values of the bubble height obtained from
equations (8) and (9) agree within the accuracy of about 30 percent.
This is due to the shape and spiral motion of bubbles.

Cases Without a Magnetic Field. In the case without a magnetic
field, the hydrodynamical behavior of a gas bubble in liquid metal in
the gravitational field can be expressed by the following four nondi-
mensional parameters as the density and viscosity of gas can be gen-
erally neglected [12]:

Reynolds number :Re = 2UR,p/y
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:We = 2U2R,,p/c
N CD = 85,’R,-,;/3U2
Xx T Za/H: Xy = 2b/H (X =Xx = Xy) (10)

The following nondimensional parameter introduced by Schmidt.
[13] is often used instead of We:

M =gnt/pa3 = 3WedCp/4Re*

M = 3.94 X 10~ for mercury is much different from 2.57 X 10~1! for
water. According to the theoretical analysis [12] reported so far, the
aspect ratio x is equal to unity (x = 1) and Cp is a function of Re for
We « 1, and its functions are Cp = 16/Re for Re « 1, and Cp = 48/Re

for Re > 1.
Once we start to increase with the increase of Re, the deformation

of the bubble begins. For large Re, the dynamic pressure is predom-
inant and Cp is independent of Re, We having a constant value of 2.65
{5]. In the intermediate Reynolds number region, Moore [4] and Sawi
[14] made theoretical analyses in consideration of the deformation
of the bubble and reported the following relations.

Weber number
drag coefficient
aspect ratio

Cp = (48/Re)-G1(x)
We = Galx)

(12)
(13)

whose functions G1(x) and Ga(x) are given in their papers.

The realizable size of the stable bubble rising in mercury based on
our experimental results is a diameter of about 0.5-5 mm and their
Re covers 10%-104, In this Reynolds number region, the hydrody-
namical behavior of bubble changes considerably. In the smaller
Reynolds number region of near 103, x = 1.0 and Cp = 48/Re. With
the increase of Re, the bubble deforms from the spherical shape and
begins to rise spirally upward. Then, Cp, which depends only on M,
starts to increase with Re. With the further increase of Re, the bubble
begins to have a shape of a spherital cap and starts to rise vertically.
The results of the present experiments are shown in Fig. 5, where R,
included in Re is calculated from equation (7), U from equation (1),
Cp and Re from equation (10) and « from equation (4). In defining
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Fig. 6 Relation between x and We

Cp, the vertical component of the rise velocity U is used in consid-
eration of a well-accepted usage. As seen from Fig. 5, the realizable
region of bubbles in mercury is transitional between the region of the
spherical bubble (Cp = 48/Re) and that of the spherical cap bubble
(Cp = 2.65). In this transitional region, symmetrical and asymmetrical
deformations, and the spiral upward motion of the bubble play an
important role. The theoretical curve suggested by Sawi [14] in con-
sideration of slight symmetrical deformation is shown in Fig. 5 for M
= 3.7 X 10714, which is little different from that of mercury. This curve
is in good agreement with our experimental results for rather small
Reynolds number region. With the increase of Re, due to the asym-
metrical deformation and intense spiral motion, a deviation appears
between them. With the further increase of Re, the experimental re-
sult of Cp approaches the constant value of 2.65.

On the other hand, Mendelson [15] considered that the behavior
of rising bubble is similar to the behavior of surface waves, and gave
the following equation by using Eétvés number E = 4gpR,,%/0,

Cp=-— {(14)

The relation between Re and Cp is obtained from equation (14) by
using equation (10) as follows.

e fogy (150) |

As shown with a three-dotted chain line in Fig. 5, equation (15) agrees
very well with our experimental results. However, as in this Re region
the deformation and spiral motion of the bubble gives the essential
effect on the hydrodynamical performance, it should not be hastily
concluded that equation (15) would be in general applicable to the
bubble motion in liquid metal, and a more detailed hydrodynamical
study based on a physically acceptable model and applicable to MHD
problems may be required.

The relation between We and the aspect ratio x is shown in Fig. 6,
where the solid line indicates the theory by Sawi given in equation
(13). The theory is found to be applicable up to about x = 2.0, after
when We tends to be saturated. The experimental results indicate a
different tendency in larger x region.

For more direct and easier understanding, the relation between the
rise velocity of bubble U and the equivalent radius R,, is shown in Fig.
7, where circles indicate the experimental results and the solid line
expresses the theory by Sawi [14]. U increases proportionally to R,
at the beginning, but, it then starts to decrease once a symmetric
deformation begins. With the further increase of R,,,, the spiral motion
induced by the asymmetric flow separation increases. However, this
spiral motion begins to decrease when a further deformation of bubble
starts to take place due to the increase of R,,, and U begins to increase
again. Then large bubbles come to have a spherical cap shape and the

(15)
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drag coefficient becomes constant. This means that U begins to in-
crease in proportion to VR, .

From this result, it is concluded that the behavior of bubbles in
liquid or even in liquid metal such as mercury or lithium, is predicted
partly from the theory by Sawi [14] or Moore [4] in the intermediate
Reynolds number region and mostly from our experiment.

Cases With a Magnetic Field. Asshown in Fig. 7, when bubbles
rise in mercury in the gravitational field, the effect of the deformation
of bubble and the structure of wake play a very important role. When
the deformation of bubble becomes three-dimensional due to the
transverse magnetic field applied, the rise velocity U is thought to
change in a very complicated way according to the equivalent radius
R, and the intensity of the magnetic field B. The following interaction
parameter NN is now introduced to write the intensity of the magnetic
field B in a nondimensional form.

N =2yB?R,/pU (16)

xx and x, change due to the magnetic field applied in x-direction.

For a bubble of R,, = 2.88 mm with a shape of spherical cap, the
relation between Cp/Cp, and N is shown in Fig. 8, where Cp,) is the
drag coefficient in the case of N = 0, The dots denote the experimental
results while the broken line shows the result obtained by Tsinober,
et al., and Kalis, et al. [7] for a solid sphere in a transverse magnetic
field. For larger bubbles, the general tendency of Cp/Cp, is similar
to the case of a solid sphere but tends to take a constant value when
N is large. This is due to a stable wake of a spherical cap bubbles.
However, the different tendency between a bubble and a sphere is
considered to be due to the three-dimensional deformation of bub-
ble.

The rise velocity of a bubble of B,,, = 1.18 mm, whose spiral motion
is remarkable, is shown in Fig. 9 against the intensity of the magnetic
field B. Unlike in the case of R,, = 2.88 mm, the rise velocity once
increases with B (Cp/Cp, decreases), and it then starts to decrease.
In the figure U’ and U,, obtained from equations (3) and (4), re-
spectively, are also indicated. The angle of rise a of this size of bubble
is large corresponding to the large difference between U’ and U when
B = 0. The angle of rise « decreases monotonously with the increase
of the intensity of the magnetic field B. The bubbles rise up vertically
when B is about 1.5 T. On the other hand, the ratio of the number of
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bubbles that intersects either of the electrodes A and C to the number
of bubbles generated from the nozzle increases monotonously with
the increase of B. In the neighborhood of B = 1.5 T when the nozzle
is set a little below the lower edge of the magnetic pole face, up to
about 90 percent of the bubbles generated reach the electrode A, while
for B = 0 only 15 percent intersects the electrode. This indicates that
bubbles rise vertically with the increase of the intensity of magnetic
field. From these results, it is understood that in case of bubbles of
R,, = 1.18 mm the spiral motion of bubble is prevented by the mag-
netic field and the bubble rises vertically. This explains the reason
why U increases slightly, thus Cp decreases with the increase of B in
the small B region.

Using the intensity of the magnetic field B, as a parameter, the
relation between the rise velocity U and the equivalent radius R, is
shown in Fig. 10. The bubbles of R,, = 1.93 mm have a tendency that
is intermediate between that of bubbles of R,,, = 2.88 mm in Fig. 8 and
those of R, = 1.18 mm in Fig. 9. A similar tendency is seen for bubbles
of R, = 0.87 mm and R, = 1.18 mm.

Conclusion

A method of accurately measuring the bubble shape and their rise
velocity with an electrical triple probe in nontransparent liquid such
as liquid metal is proposed. The hydrodynamical behavior of the
bubble in mercury is experimentally studied for both cases with and
without a magnetic field and the following conclusions have been
obtained.

1 Therise velocity, the equivalent radius and the horizontal radii
of the bubble are accurately obtained over a wide realizable Reynolds
number region.

0 05 10 15
B (T

Fig. 9 Relations among U', U,, U, and B
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2 The results obtained for the case without a magnetic field show
that the hydrodynamical characteristics of the bubble are divided into
three regions according to the Reynolds number and, with the increase
in the bubble diameter, the bubble shape changes from spherical
shape to flat and the rise velocity decreases. However, with a further
increase in the diameter, the bubble comes to have a semispherical
shape and the rise velocity starts to increase with the diameter. The
drag coefficient and the aspect ratio of the bubble are expressed by
the Reynolds number and the Weber number, and, the relations
among them agree well with the theoretical prediction made by
Sawi.

3 Inamagnetic field, the effect of the magnetic field plays a large
part depending on the bubble radius. The bubble of about R,, = 3
mm, whose shape is nearly a spherical cap, has a tendency similar to
that of a solid sphere in a magnetic field. On the contrary, the rise
velocity of a small bubble of about R, = 1 mm, whose spiral motion
is very strong in no magnetic field, shows a temporary increase with
the increase of the intensity of the magnetic field. This is thought that
the spiral motion is prevented by the magnetic field.
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