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Cooling of Room Fires by Sprinkler 
Spray 
Cooling of combustion products and the room by vaporizing water droplets appears to be 
a promising mechanism in sprinkler control of residential fires. An experimental proce­
dure coupled with an energy balance scheme has been developed to obtain the heat ab­
sorption rate of a sprinkler spray. A test room was constructed, 3.05 X 3.66 X 2.45 m high, 
with a window. Hexane pool fires were selected to simulate room fires. The key parameters 
of investigation were water-discharge rate and drop size. For the room tested, a correla­
tion has been established between the heat-absorption rate by the sprinkler water and 
the relative median drop size of the sprinkler spray. It is found that the rate of sprinkler 
water evaporated is directly proportional to the heat release rate and the water discharge 
rate, and varies as the minus 0.73 power of the relative median drop size. An extinction 
criterion for the hexane pool fire in the enclosure, based on the water evaporation rate at 
the time of sprinkler operation, has also been established. 

1 Introduction 

The control of fires by automatic sprinkler systems may be ac­
complished according to the following three mechanisms, singly or 
combined: (1) cooling of the combustion products and the room to 
reduce the heat feeding the combustible elements; (2) direct contact 
of water droplets with the burning material to prevent the further 
generation of combustible vapor by cooling the burning fuel; and (3) 
prewetting the combustible material to prevent further fire spread. 
Associated with the first mechanism are two other effects: (1) inerting 
of the gas mixture inside the room by the evaporated water; and (2) 
the displacement of large volumes of air from the room by steam. 

The relative effectiveness of the various mechanisms differs be­
tween residential buildings and industrial properties. The design of 
residential sprinkler systems is still based on information available 
for industrial systems and, therefore, systems possibly more costly 
than necessary have been the result. 

A residence is generally subdivided into many small rooms. The 
initial stage of fire growth and heat generation is usually limited and 
confined within a single room. As a large portion of the combustible 
material in the room becomes involved, hot combustion products 
move out of the room and into adjacent rooms to ignite other com­
bustible materials. It is essential to limit the fire to the room of origin 
for purposes of life safety and property conservation. To achieve this, 
the combustion products must be cooled considerably to prevent them 
from igniting combustibles in the adjacent rooms. The relatively low 
ceiling and small size of individual rooms enhance the convective and 

radiative heat transfer from combustion products to the rest of the 
combustible materials in the room. Sufficient cooling of combustion 
products by evaporating water droplets not only prevents fire spread 
to adjacent rooms but also prevents ignition of other combustible 
items within the room. Hence the cooling of combustion products and 
the room by vaporizing water droplets appears to be a promising 
mechanism in control of residential fires by use of water [l].1 

A few attempts have been directed to the study of fire extinguish­
ment by means of water. Salzberg, et al. [2,3] conducted experiments 
to determine the amount of water required to suppress building fires 
by either hand extinguishers or water hoses. Rasbash, et al. [4, 5] 
studied the extinction of pool fires with water sprays by cooling of the 
burning liquid fuel and correlated extinction times with the rate of 
application, drop size, and the flash point of the liquid. 

This paper presents an experimental study of the cooling of both 
the combustion products and the room by sprinkler sprays. An ex­
perimental procedure coupled with an energy balance scheme has 
been developed to obtain the heat absorption rate of sprinkler 
spray. 

Hexane pool fires were selected to simulate fire sources to avoid the 
complexity encountered in fires with solid fuels. Such complexity 
results from interaction among the cooling and other control mech­
anisms, i.e., prewetting of combustibles to prevent further fire spread 
and direct extinction by contact of water droplets with the burning 
surface. 

Key experimental parameters were the water discharge rate and 
the orifice diameter. It has been shown [6,7] that the volume median 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 1,1976. L Numbers in brackets designate References at end of paper. 
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diameter2 of the drop-size distribution generated by geometrically 
similar sprinklers varies as the —% power of the water pressure and 
% power of the sprinkler orifice diameter. The median drop size of the 
sprinkler spray can then be varied by changing the water pressure and 
orifice diameter while the discharge rate is maintained constant. In 
other words, the key parameters in this study can be interpreted as 
the drop size and the discharge rate. The extinguishment of hexane 
pool fires by water evaporation has also been investigated. 

2 E x p e r i m e n t a l F a c i l i t y a n d I n s t r u m e n t a t i o n 
2.1 Experimental Facility. The test room was built inside a 

larger (12.2- X 18.3- X 10.1-m high) burn facility. The size of the test 
room was 3.05-m wide, 3.66-m long, and 2.45-m high. The test room 
was elevated 0.61 m above the ground. The walls, floor, and ceiling 
were made of 6.35-mm thick asbestos-cement boards attached to a 
steel channel frame. Detailed dimensions of the room are shown in 
Fig. 1. Steel sheets 3.18-mm thick were placed underneath the as­
bestos-cement floor. 

Five geometrically similar sprinklers were fabricated for the pro­
gram, based on the proportions of a commercial design. The orifice 
diameters, D, of these five sprinklers are 11.10, 8.36, 6.96, 5.54, and 
4.17 mm. The linear-scale ratios, referenced to the largest sprinkler, 
are 1, %, %, ^2, and %. Detailed dimensions of the %-scale sprinkler 
are shown in Fig. 2. The sprinkler was installed at the center of the 
ceiling with the orifice 53.5 mm below the ceiling, and the plane of the 
supporting rods for the deflector perpendicular to the window 
plane. 

A flow meter and a pressure gage were installed in the sprinkler 
piping system to give accurate readings of water discharge rate and 
water pressure. 

2.2 Instrumentation. The test room has been instrumented 
with a total of 79 data channels; these include 68 thermocouple 
measurements, six measurements of the gas flow velocity through the 
window, measurements of CO, CO2, and O2 concentration at a single 
location in the window, one radiation measurement in the window, 
and a continuous weight loss measurement of the fuel. 

Of the 68 thermocouples, 50 were employed in 25 pairs to measure 
the outside and inside surface temperatures of the walls, ceiling, and 
floor. These measurements provided information on heat storage in 
the walls, ceiling, and floor and heat loss to the ambient from the 
outside surface of the test room. The locations of these 25 thermo­
couple pairs are shown in Fig. 3. 

Twelve thermocouples were installed inside the room to measure 
gas temperature; their locations are shown in Fig. 1. The remaining 
six thermocouples were utilized to obtain a temperature profile in the 
window. Fig. 4 shows the locations of all instrumentation in the win­
dow (thermocouples, velocity probes, gas sampling port, and radi­
ometer). 

All the thermocouples were fabricated from 30-gage chromel-alumel 

2 The volume median diameter [8] has been chosen to characterize sprays 
produced by sprinklers and is defined as the diameter which divides the total 
volume of the spray into two equal parts; one part containing drops smaller than 
the median diameter and the other part containing drops larger than the median 
diameter. 

Water Shield fw 
thermocouple in room 

-f"T 
•-J rl»"» 

Shield made from steel plates, 
(thickness: 0.8mm) 

X - Thermocouple 

Fig. 1 Dimensions of the test room and locations of gas-temperature mea­
suring thermocouples Inside the test room 

wire. The thermocouples measuring the surface temperatures of the 
walls, ceiling, and floor were mounted in shallow grooves (25-mm long) 
filled with an appropriate high-temperature adhesive such that the 
thermocouple bead was flush with the surface. The gas-tempera­
ture-measuring thermocouples inside the room were shielded from 
direct water impingement during sprinkler operation by two small 
metal plates, as shown in Fig. 1. (A metal bracket from a thermocouple 
connector was convenient to use for the shield; hence, the two plates.) 
To shield the thermocouples in the window from direct water im­
pingement, the beads were simply placed between the pressure-
transmitting tubes of the velocity probes (Fig. 4). 

Gas velocities through the windows were monitored by six bidi­
rectional, differential pressure flow tubes [9] located in the plane of 
the window. Their locations are shown in Fig. 4. These tubes can sense 
and indicate flows in opposite directions with equal sensitivity. 
Pressure differences were measured with an electronic manometer 
(Datametrics Barocel); the probe-manometer system had a response 
time significantly less than 1 s and was sufficiently sensitive to mea­
sure velocities reliably down to 0.3 m/s. A gas sampling port was placed 

^ N o m e n c l a t u r e . 

Cpu> - specific heat of water (J/g°C) 
dr = relative volume median drop diameter 

(Ap/Ap0)-i/3(D/D0)2/3 

D = sprinkler orifice diameter (mm) 
D0 = 11.10 mm 
E = (Q — L)/\mw[Hevllp + Cpw(TeVap — 

T J ] Q | (MW-1) 
E' = (Q — L)/{m„,[Hevap + Cpla(TevBp — 

Tw)]\ 

Hevap = latent heat of evaporation of water 
(J/g) 

L = the sum of heat loss rates defined in 
Section 5 (MW) 

mw = water discharge rate (g/s) 
Mair = air inflow rate through the window 

(g-mole/s) 
A ĉvap = estimated generation rate of steam 

by evaporation (g-mole/s) 

Mhex - burning rate of hexane (g-mole/s) 
Ap = water pressure (kPa) 
Ap0 = 17.2 kPa 
Q = heat-release rate of the fire (MW) 
Qb = heat-release rate of the fire before 

sprinkler operation (MW) 

R = MevapA-^evap + Mhex + Mair) 
Temp = water evaporation temperature 

(°C) 
Tw = initial water temperature (°C) 
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0.076 m beneath the top edge of the window as shown in Fig. 4. The 
gas sample was passed through a condenser, glass wool filter, and 
desiccant prior to entering the analyzing instrument. The sample was 
analyzed for CO, C02, and 02. Oxygen was analyzed by means of 
magnetic susceptibility, CO2 and CO by means of infrared absorption. 
All gas analysis instruments were Beckman analyzers. 

A wide-angle radiometer was placed at one location of the window 
plane as shown in Fig. 4 (Medtherm, water cooled, black thermopile 
behind Irtran window, purged with nitrogen, half-angle = 57.5 
deg). 

During all the tests, a continuous weight measurement was made 
of the hexane pool. Measurement was made by means of a load 
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62 
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® Sprinkler 
-[-Thermocouple 

Fig. 3 Thermocouple locations on walls, floor, and ceiling 

transducing platform (BLH Electronics), placed below the test room 
and fitted with a load-transferring frame that passed through small 
holes in the test room floor. 

The 79 data signals were monitored by a data acquisition system 
with a HP 2100S computer. Every 2 s the system scanned each of the 
79 data channels ten times within half a second and logged the average 
value of each data channel on magnetic tape. 

3 Experimental Procedure 
Pan sizes of 0.914- and 0.762-m dia were selected, both with a depth 

of 0.152 m. The distance from the bottom of the pan to the floor was 
0.06 m. In all the tests, the pan was filled with water 76-mm deep. 
Liquid fuel was then poured into the pan to a depth of 16 or 19 mm 
on top of the water. The purpose of the water was to prevent the pan 
from becoming excessively hot. Hexane was chosen as the fuel, be­
cause it is immiscible with and has a lower density and boiling point 
than water. During sprinkler operation, some water droplets were 
expected to penetrate the plume, pass through the hexane layer, and 
mix with the water already in the pan. Since hexane has a lower boiling 
point than water, the water droplets passing through the hexane layer 
could not turn to steam. 

In all the tests reported here,3 the window was full open but the door 
was closed. The hexane pool was located at the corner of the room (see 
Fig. 3). Ignition was achieved by an "electric match." The experi­
mental sprinkler was manually activated at a preselected sprinkler 
operation delay time. Water discharge rate was maintained constant. 
The source fire either was extinguished or continued to burn until the 
hexane was totally consumed. 

(b) base and orifice 

Fig. 2 Detailed dimensions of the %-scale sprinkler 

3 A few tests were conducted with both window and door open [1]; however, 
the instrumentation was too limited to allow analyses of the kind presented in 
this paper. 
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Tharmocoupie Placftm&nts to 
shield against direct water 
impingement 

6mm-. /"7mm 

O Velocity ProtM 
X Thermocoupls 
D Gac Sampling Port 

C~\ Radiom»lor 

Support Tuboi for 
valoelty probo 

Fig. 4 Locations of velocity probes, thermocouples, gas sampling port, and 
radiometer in the window 

4 Method of A n a l y s i s 
The heat-release rate of the fire in the test room before sprinkler 

operation was obtained from the direct measurement of the burning 
rate by the load platform, coupled with the heat of combustion. The 
heat of combustion was determined through a species concentration 
balance from a dry exhaust gas analysis at the window for CO, CO2, 
and O2, subject to the assumptions that C and CO were the only in­
complete combustion products [1]. 

For the nonextinguished fires, the heat-release rate of the fire 
during the period of sprinkler operation was derived by the following 
indirect measurement of the burning rate: during sprinkler operation, 
some water droplets penetrate the plume and accumulate in the pan. 
At the moment the remaining hexane has burned off, the load plat­
form will give the total amount of water delivered to the pan by the 
sprinkler. This provides an average rate of water delivery to the pan. 
The algebraic difference between the measured rate of weight change 
and the average water-delivery rate gives the burning rate of hexane 
fuel. The heat-release rate of the fire is derived by coupling the 
burning rate with the calculated heat of combustion. 

The following energy terms were computed for each test on an 
IBM370 computer: (1) the rate of heat storage in the walls, ceiling, 
and floor, (2) the heat-transfer rate to the ambient air from the outside 
surfaces of the room, (3) the net convective-heat exchange rate 
through the window opening, (4) the radiative heat loss through the 
window, and (5) the rate of change of the gas internal energy inside 
the room. 

The ceiling, walls, and floor were divided into sections corre­
sponding to the thermocouple pairs monitoring inside and outside 
surface temperatures shown in Fig. 3. It was assumed that the inside 
and outside surface temperatures of each section were uniform and 
represented by the temperatures monitored by a pair of surface 
thermocouples on the section. For each section, the one-dimensional 
transient heat conduction equation was solved numerically to obtain 
the time-dependent temperature profiles and, hence, the rates of heat 
storage in, and heat loss from, the walls, ceiling, and floor. A linear 

temperature profile was assumed to exist, not for all times, but only 
at the time of ignition (when inside and outside surface temperatures 
differ by only a few degrees C) as the initial condition for the partial 
differential equation. The following thermal-property values of the 
asbestos-cement board were used in the computation: 

density = 1.525 g/cm3 

specific heat = 0.27 cal/g-°C; 
and thermal conductivity = 0.00155 cal/s-cm-°C [10]. 
The net convective-energy exchange rate through the window was 

calculated by dividing the window opening into full-width areas 
corresponding to the six bidirectional probes [11]. The individual 
heights of these sections, top to bottom, were 0.152,0.178,0.203,0.203, 
0.203, and 0.178 m. In each section, the velocity and temperature were 
assumed constant over the sectional area. Perfect gas behavior was 
also assumed but temperature dependence of the specific heat was 
incorporated. The molecular weight and the temperature dependence 
of the constant-pressure specific heat of the gases flowing out of the 
window were assumed to be the same as those of air [12]. 

The radiative heat flux measured by the wide-angle radiometer at 
one location of the window opening was assumed to represent the 
average value through the window. Thus, the total radiative heat loss 
through the window was given by the measured radiative flux mul­
tiplied by the area of the window. Since the total radiation flux 
through the window accounts for less than 1.5 percent of the total 
energy-release rate, this approximation is acceptable. 

To evaluate the change of total internal energy of the gases inside 
the room, perfect-gas behavior was assumed along with the assump­
tions that the molecular weight and the temperature dependence of 
the constant-volume-specific-heat of the gases were the same as for 
air. The volume of the room was divided into 12 subvolumes, four 1.53-
X 1.83- X 0.61-m high subvolumes next to the ceiling, and eight 1.53-
X 1.83- X 0.92-m high subvolumes for the middle and lower portions 
of the room. The temperature of the gases in each subvolume was 
measured by one thermocouple. The rate of change of internal energy 
of the gases in each subvolume was computed separately, and then 
summed to obtain the net change of total internal energy. 

Due to the fluctuation of the turbulent flow, all the energy terms 
have been averaged for every 10-s period. 

5 R e s u l t s 
Table 1 summarizes the combination of test variables used and 

indicates whether extinguishment occurred or not. The fire was either 
extinguished by the evaporated water from the sprinkler (E) or con­
tinued to burn until the hexane was totally consumed (IV). 

The water pressures, Ap (immediately upstream of the sprinkler 
in a 52.5-mm (2-in. nominal) dia pipe), associated with the three 
discharge rates, mw, using the five geometrically similar sprinklers 
are listed in Table 2. To aid interpretation, the relative volume median 
drop diameter, dr(dr = (Ap/Ap0)~

1/S (D/Do)2/3), is also listed in Table 
2 which is directly proportional to the volume median drop size of the 
sprinkler spray. Apo and Do are reference conditions given by 17.2 kPa 
and 11.10 mm, respectively. 

The results in Table 1 indicate that, for a given discharge rate from 
the sprinkler and decreasing orifice diameter, an orifice diameter is 

Table 1 Results of hexane fire extinguishment (window open, door closed, 
pan at the corner) 

Sprinkler Orifice Diameter (mm) 
Fuel Pan 
Dia (m) 

0.914 

0.914 

0.914 

0.762 

Delay Time 
(sec) 

60 

60 

60 

75 

Discharge 
Rate (g/sec) 

1080 

707 

448 

448 

11.0 

N 

N 

8.36 

E 

N 

N 

6.96 

E 

11 

N 

» 

5.57 

E 

H 

M 

4.17 

E 

N 

N - not extinguished 

E - extinguished; see Table IV for extinction tim. 
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Table 2 Water pressure and relative drop size 

Water 

Discharge 

Rate m 

(g/sec) 

1080 

707 

448 

Water Pressure, 

Ap, (kPa) 

Relative Volume 

Median Drop Dia, 

Water Pressure, 

&P, (kPa) 

Relative Volume 

Median Drop Dia, 

Water Pressure, 

Ap, (kPa) 

Relative Volume 

Median Drop Dia, 

11.10 

81.7 

0.598 

d • 
r 

37.2 

0.774 

d 
r 

17.2 

1 

d 
r 

Sprinkler 

8.36 

244 

0.342 

110 

0.447 

45.5 

0.599 

Orifice 

6.96 

600 

0.224 

283 

0.288 

121 

0.382 

Dia, D, 

5.54 

""-" 

668 

0.186 

269 

0.252 

(mm) 

4.17 

~ 

-

" 

680 

0.153 

Notes: 

AP 

D 

d 

A"n 
D 

Water Pressure 

Orifice Diameter 

(Ap/Apo)"
1/3(D/Do)

2/3 

17.2 kPa 

11.10 mm 

eventually reached for which the fire is extinguished completely. 
Evidently, the decreasing orifice diameter causes a decreasing drop 
size (Table 2) which allows an increasing fraction of the water flux to 
evaporate and eventually extinguish the fire. 

Before sprinkler operation, the conservation of energy requires that 
the calculated heat loss rate agree with the heat release rate of the fire. 
Results show that the ratios of calculated heat loss rate to heat release 
rate before sprinkler operation are within the range of 0.89-1.14. This 

agreement between Q and L is reasonably satisfactory and probably 
cannot by improved significantly without extensive additional in­
strumentation. 

For the nonextinguished fire, the heat absorption rate by the 
sprinkler spray was obtained by the difference between Q, the heat 
release rate of the fire, and L, the sum of the heat loss rates due to heat 
storage in the walls, ceiling, and floor, the heat lost from the outside 
surface of the room, the convective and radiative heat loss through 
the window, and the change of total internal energy of the gases inside 
the room. The term L does not include the heat of vaporization, the 
sensible heat of the evaporated sprinkler water, and the heat absorbed 
by the nonevaporated water. The enthalpy and the internal energy 
of the steam generated by evaporation (referenced at ambient tem­
perature) were accounted for in terms of the convective heat loss 
through the window and the change of the total internal energy of 
gases inside the room, respectively. 

For the nonextinguished fire tests, Table 3 presents the heat release 
rate, Q; the total heat loss rate, L; the heat absorption rate, Q — L; the 
fraction of the maximum possible heat absorption rate actually ab­
sorbed; E' (E' = (Q - L)/i7h„,[tfevaP + Cp„,(revap - Tw)}\); and the 
fraction of heat release rate absorbed by water, (Q — L)/Q. Hemp is 
the latent heat of evaporation of water, Cpw is the specific heat of 
water, TeVBp the water evaporation temperature, and Tw the initial 
water temperature. Both the heat release rate, Q, and the heat loss 
rate, L, were averaged over a period of 60 s starting either 45 or 50 s 
after sprinkler operation, while the fire remained in an approximate 
quasi-steady state. 

The heat absorption rate by sprinkler water, Q — L, is expected to 
be a function of: the heat release rate, Q; the water discharge rate, rhw; 
the relative median drop size, dr; and other variables such as room 
geometry, fuel location, sprinkler location, etc. In the tests conducted, 
the room geometry, fuel location, and sprinkler location were main­
tained constant; thus, the heat absorption rate, Q - L, should depend 
only on the variables Q, rhw, and dr. 

Examination of the results in Table 3 shows that E' is essentially 
independent of mw at constant Q and dr; the comparison of two pairs 
of tests, Tests 1,11 and Tests 6, 9, indicates this independence. The 

Table 3 Rates of heat absorption by sprinkler water (G — t ) for nonextin­
guished hexane fires 

1. Fuel Pan Diameter: 0.914 m; Sprinkler Delay Time: 60 sec 

Sprinkler Orifice Dia D (mm) 

(g/sec) 11.10 8.36 6.96 5.57 

Water 
Discharge 
Rate m 

Table 3 (Cont'd) 

2. Fuel Pan Diameter: 0.762 m; Sprinkler Delay Time: 75 sec 

Sprinkler Orifice Dia D (mm) 

(g/sec) 8.36 6.96 5.57 4 

Water 
Discharge 
Rate in 

Test No. 

Q(MW) 

L(NW) 

Q-L(MW) 

E' 

W-U/Q 

Test Ho. 

Q(HW) 

L(MW)' 

Q-L(MW) 

E' 

(Q-U/Q 

EO-IW"1) 

N + 

Test No. 

Q(MW) 

L(MW) 

Q-L(MW) 

E' 

(Q-1.) /Q 

E(MW~X) 

1 

0.77 

0.42 

0.35 

0.12 

0.45 

0.16 

0.598 

1.33 

0.97 

0.36 

0.20 

0.27 

0.15 

0.774 

5 

0.81 

0.46 

0.35 

0.19 

0.43 

0.23 

0.447 

6 

0.78 

0.34 

0.44 

0.24 

0.57 

0.31 

0.288 

8 

1.19 

0.85 

0.34 

0.30 

0.29 

0.25 

0.382 

0.81 

0.52 

0.29 

0.24 

0.36 

0.30 

0.252 

Ap 

Test No. 

Q(MW) 5 

L(MW) S 

q-UMW) 

E' 

(q-L)/Q 

E(MW_1) 

d 

Heat Release Rate 

Total Heat Loss Rate 

lieat Absorption Rate by Sprinkler Spray 

11 

0.78 

0.64 

0.14 

0.12 

0.18 

0.15 

0.599 

12 

0.74 

0.59 

0.15 

0.13 

0.20 

0.17 

0.382 

13 

0.58 

0.34 

0.24 

0.20 

0.42 

0.35 

0.252 

14 

0.42 

0.22 

0.20 

0.17 

0.48 

0.41 

0.153 

CQ-Lj/{m [If + C 1H wl evap ] 
(Q-L)/{m [H + C 

w evap 

pw 
(T - T )]} 
evap w 

(T - T )]Q) 
evap w 

Hater Pressure 

17.2 kPa 

11.10 mm 

Latent Heat of Evaporation of Water 

Specific Heat of Water 

Water Evaporation Temperature^ 

Initial Water Temperature 

Average value over a 60-sec period starting at 50 sec after sprinkler operation 

Average value over a 60-sec period starting at 45 sec after sprinkler operation 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 357 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-* 0.3 

- ^ \ 
\ o 

^ A 

• 

Symbol 
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0.762 
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(sec) 

6 0 

6 0 

6 0 

75 

a 

\ A 

Water O 
Dt&chara§ 

Rat« (g/sec) 

I0S0 
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4 4 8 

4 4 8 

' 

a 

/ 

, 
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\ D 
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_ 

-

• 

* 

Relotive Median Drop Size [(Ap/Ap ) ' (D/D0 )S ] 

0.6 0.7 0.8 09 1.0 
2 

Fig. 5 The heat absorption rate by water spray versus the relative median 
drop size of the water spray 

two tests in each pair have nearly common values of Q and dr but 
different values of rhw; the values of E' are observed to be the same 
for the paired tests. This suggests that E' is independent of mw but 
may depend upon Q and dr. Thus, 

E'= (Q - L)/\ihw[He (Te, TJ]\ = f(Q,dr) (1) 

Next, the functional dependence of E' on Q for common values of dr 

is investigated for three relative median drop diameters (dr = 0.598, 
0.382, and 0.288). The quantities of E' and Q for these drop diameters 
either were taken directly from Table 3 or were obtained indirectly 
by linear interpolation between two neighboring tests for constant 
rhw. The linear dependence of E' on Q is not inconsistent with the 
data. With the limited number of data points and their associated 
scatter, it is felt that the best estimate of functional dependence is 
thus: 

E' = Q-g{dr) (2) 

Equations (1) and (2) together imply that the heat absorption rate, 
(Q — L), is directly proportional to the water discharge rate, rhw, and 
the heat release rate, Q; this observed dependency leads to the 
quantity 

Table 4 Mole fractions of the steam generated by evaporation at the time 
of sprinkler activation and extinction times 

Test No. 

Fuel Pan Dia, (m) 

Delay Time of Sprinkler 
Operation,(sec) 

Water Discharge Rate, 
m

w (s/aec) 
Sprinkler Orifice Dia , 

D (nun) 

Relative Median Drop Dia, 

(Ap/r>p o r 1 / 3 (D/D o ) 2 / 3 

Heat Release Rate Before 
Sprinkler Opera t ion, Q(MW) 

Steam Generated by Evapora­

tion, M (g-mole/sec) 
evap 

Burning Rate of Hexane, 

M. (g-mole/sec) 

Air Inflow Rate Through 

3 

0.914 

60 

1080 

8.36 

0.342 

1.44 

21.5 

0.44 

23.9 

2 

0.914 

60 

1080 

6.96 

0.224 

1.40 

27.9 

0.43 

25.4 

7 

0.914 

60 

707 

5.54 

0.186 

1.66 

24.5 

0.44 

22.9 

10 

0.914 

60 

448 

4.17 

0.153 

1.53 

16.4 

0.44 

24.7 

14 

0.762 

75 

448 

4.17 

0.153 

0.92 

9 .9 

0.29 

22.8 

50 -

30 -

25 -

*- 15 -

-

Symbol 

0 
o 
D 
& 

i i 

Sprinkler Orifice 
Dia. (mm) 

8.36 
6.96 
5.54 

4.17 

i 1 

' 1 |— 1 1 

A 

O 

G 
Water 
Discharge 
Rate (g/sec) 

1080 
10 80 
7 07 

4 48 

1 I I I 

1 -1 

-

1 1 

0.2 0.3 0.4 0.5 

Mole Fraction of Steam 

0.6 0.7 0.8 Q9 1.0 

Fig. 6 Time to achieve extinction versus the mole fraction of steam generated 
by evaporation at the time of sprinkler activation 

E = (Q- L)/(m t ["evap ~r ^pw\^ evap •* u>)]^n — h\dr) (3) 

as a possible correlating function. The quantity E has been included 
in Table 3 and plotted versus dr in Fig. 5; also shown in Fig. 5 is the 
best-fit correlation obtained for the tests conducted: 

EiMW'1) = (0.11)dr- (4) 

This correlation implies that the rate of sprinkler water evaporated 
is directly proportional to the heat release rate and the water discharge 
rate, and varies as the minus 0.73 power of the relative median drop 
size. The coefficient 0.11 is a property of the particular test enclosure, 
sprinkler location, and fire location employed. The correlation is 
somewhat limited by the range of parameters tested. 

For sprays consisting of uniform drops, having sufficiently low 
relative velocity with respect to the surrounding gases, the evaporation 
rate is inversely proportional to the square of the drop diameter [13, 
14]. When the relative velocity is appreciable, the evaporation rate 
varies as the minus 1.5 power of the drop size and 0.5 power of the 
relative velocity [13,14]. In this study, sprays with nonuniform drop 
size distribution were employed and a significant portion of the drops.. 
were intercepted by the hot wall surfaces. Since evaporation from the 
hot surface probably was insensitive to the drop size, the variation 
of heat absorption rate as the minus 0.73 power of the median drop 
size is not unreasonable. 

For the extinguished fires, the heat absorption rate just after the 
time when the sprinkler was activated can be estimated through 
equation (4) with the heat release rate at 5 s before sprinkler activa­
tion,4 the water discharge rate, and the relative median drop diameter. 
The water evaporation rate, Me v a p , is approximated by the ratio of 
the heat absorption rate versus the sum of the heat of vaporization 
and the sensible heat of water. The approximate water evaporation 
rate (MeVap)> the measured burning rate of hexane4 (Mhex) and the 
measured air inflow rate4 (Mair), 5 s before sprinkler activation, for 
the four extinguished fires conducted in this study are listed in Table 
4. The mole fractions of the steam, R [R = Mevap/(MevRp + Mhex + 
Mair)], and the time to achieve extinguishment by sprinkler operation, 
text, are also presented in Table 4. The extinction time, plotted against 
the steam mole fraction in Fig. 6, is ve'ry sensitive to the mole fraction 

Mole Fraction of Steam, 

R - M /(M +4 +H , ) 
evap evap hex air 

Extinction Time (sec) 

0.39 0.30 

53 Not Extinguished 
4 Averaged over a 10-s period starting 10 s before sprinkler activation. 
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of steam generated by evaporation at the time of sprinkler activa­
tion. 

Table 4 also presents the estimated steam mole fraction,5 R, of a 
nonextinguished fire (Test 14) which has the same water discharge 
rate and relative median drop size as Test 10 in Table 4. However, the 
heat release rate Qt, of Test 14 before sprinkler activation (Qb = 0.92 
MW) was 40 percent less than that of Test 10 (Qb = 1.53 MW). This 
smaller heat release rate resulted in a smaller amount of steam gen­
eration; the consequent smaller steam mole-fraction proved inade­
quate to extinguish the fire. 

Table 4 indicates that the minimum mole fraction of steam gen­
erated by evaporation at the time of sprinkler activation necessary 
to extinguish the hexane fire would be greater than 0.30 but less than 
0.39. A uniformly mixed, stoichiometric heptane-air mixture at 100°C 
requires steam in the amount of 30 volume-percent of the heptane-
air-water vapor mixture in order to render the mixture nonflammable 
[15]. In this study, the mixtures were nonuniform and at temperatures 
much higher than 100°C; it is expected, therefore, that more than 30 
percent of steam would be required to extinguish the fire. 

6 Conc lu s ion 
The cooling of combustion products and the room by vaporizing 

water droplets appears to be a promising mechanism in control of 
residential fires. In order to allow improved definition of the role 
played by vaporization of water in sprinkler control of fires, an ex­
perimental procedure coupled with an energy balance scheme has 
been developed to obtain the heat absorption rate of sprinkler 
water. 

The water discharge rate, the median drop size of the water spray, 
and the heat release rate of the fire source have been recognized as 
the important parameters in the cooling of enclosure fires by water 
spray. For the pool fires tested, the ratio of the heat-absorption rate 
versus the maximum possible heat-absorption rate, divided by the 
heat release rate of the fire, varies as the minus 0.73 power of the 
median drop size. An extinction criterion for the hexane pool fire in 
the enclosure, based on the water evaporation rate at the time of 
sprinkler operation, has also been established. 

5 Based on the average values over a 10-s period starting 15 s before sprinkler 
activation. 
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Circumferential Variations of Bore 
Heat Flux and Outside Surface 
Temperature for a Solar Collector 
Tube 
An analysis is made of the heat transfer processes in a solar collector tube subjected to 
large circumferential heat flux variations on its outer surface. The analysis is carried out 
for a collector plate configuration in which the tubes are situated in embossments in the 
otherwise flat surface of the plate. The solar energy absorbed by the collector plate is con­
ducted to the tubes and gives rise to large heat flux spikes at discrete circumferential loca­
tions on the outer surface of a tube. The two-region heat conduction problem encompass­
ing the embossed portion of the collector plate and the tube is solved by a novel procedure 
which provides closed form solutions of high numerical accuracy. The influence of system 
dimensions, thermal properties, and tube bore convection is examined by means of five 
dimensionless parameters, of which the Biot number was found to be the most important. 
The results showed that for realistic dimensions and thermal properties of the plate and 
tube, circumferential variations of the outside surface temperature and bore heat flux can 
be neglected, provided that the tube flow is laminar. For turbulent flow conditions, the 
variations in bore heat flux are substantially greater than for laminar flow. 

Introduction 

A solar collector plate is an important contemporary example of 
a fin and tube array wherein the tubes are subjected to large circum­
ferential heat flux variations. From the standpoint of a typical tube, 
the adjacent portion of the collector plate acts like a longitudinal fin 
which delivers relatively large amounts of heat to discrete circum­
ferential locations on the outer surface of the tube. These circum­
ferential nonuniformities in outside surface heat flux can give rise to 
circumferential variations both in the convective heat flux at the bore 
of the tube and in the outside surface temperature. For tube and duct 
flows, circumferential variations in the heat flux at the bore can cause 
variations in the convective heat transfer coefficient, e:g., [1-5]. 
Furthermore, temperature variations on the outside surface of the 
tube will lead to circumferential nonuniformities in the heat loss. The 
ramifications of the nonuniformities in outside surface heat flux have 
heretofore not been considered in the solar energy literature nor, for 
that matter, in the literature dealing with finned heat exchanger 
tubes. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
April 9,1976. 

The present study was undertaken to analyze the response of a solar 
collector tube (or of a similar heat exchanger tube) to circumferen-
tially nonuniform outside surface heat flux. There are, of course, a 
large variety of tube and plate configurations that are being employed 
or proposed for solar collector plates. For the present investigation, 
a model configuration was adopted which contains the essential fea­
tures of practical collector systems and which is amenable to analysis 
by innovative methods. 

The configuration to be studied is illustrated schematically in the 
left-hand diagram of Fig. 1. As pictured there, the collector plate is 
fabricated with semicircular embossments in which are situated the 
fluid-carrying tubes. The thermal bonding between the contiguous 
surfaces of the tube and the embossment is assumed to have negligible 
contact resistance, as would be the case in a high-performance col­
lector design. Solar energy is incident on the collector plate from 
above, whereas the undersides of the plate and the tubes are insulated. 
The entire collector plate is made up of a succession of modules of the 
type illustrated in the figure. The part of the collector plate that ex­
tends between adjacent tubes will be referred to as the fin and is of 
length 2L. The half length L (from a tube to a point midway between 
tubes) is shown in the figure. 

For typical values of the tube diameter and of the fin length 2L, the 
solar flux absorbed by the fin portion of the collector plate comprises 
the major portion of the energy delivered to the working fluid. Cor­
respondingly, the heat flux density at the cross section where the fin 
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connects with the semicircular embossment in the collector plate is 
very large compared with the flux density at any other point on the 
semicircle. The effect of such a highly nonuniform distribution on the 
heat flux at the tube bore and on the outside surface temperatures 
of the embossment and the tube is the focus of this investigation. 

The working diagram for the analysis, showing dimensional no­
menclature and coordinates, is pictured at the right of Fig. 1. The tube 
(n < r < r?) and the semicircular embossment (r2 < r < r3) in the 
collector plate are, respectively, identified by t and p. For generality, 
the tube and plate materials may be different (i.e., different ther-
mophysical properties), as may their thicknesses. The fin portion of 
the collector plate is not shown in this diagram. Rather, an angle 80 

is indicated such that the fins connect to the semicircular embossment 
along the arcs 80 < 0 < T/2 and -TT/2 < 8 < -B0. The heat collected by 
the fins passes through these arcs and is dispersed and distributed 
by a two-dimensional conduction process, ultimately finding its way 
into the working fluid. Solar energy absorbed at the outer surface of 
the embossment along the segment —Bo <0 <6o also reaches the tube 
bore via two-dimensional conduction. 

The problem may be formulated at various levels of complexity. 
At the extreme degree of complexity, three distinct aspects of the 
problem have to be considered: (a) coupled, two-region heat con­
duction for the configuration shown in the right-hand diagram of Fig. 
1, with heat inputs from the incident solar radiation, (b) heat losses 
through the cover system of the collector and through the back-side 
insulation, and (c) circumferential variations of the convective heat 
transfer coefficient at the tube bore. Part (a) alone, taken together 
with a uniform heat transfer coefficient at the tube bore, is a non-
elementary heat conduction problem involving a minimum of five 
independent dimensionless parameters. The inclusion of part (b), 
even for a relatively simple model, makes the problem nonlinear and 
involves a large number of additional parameters including actual 
temperature levels, radiation properties, separation distances between 
the cover plates, tilt angle of the collector, wind speed, effective sky 
temperature, insulation thickness and conductivity, etc. Part (c), even 
when simple models such as those of [1-3, 5] are used, requires si­
multaneous solution with part (a). 

It is evident from the foregoing that it is wise to delay treating the 
problem in its entirety (i.e., parts (a), (b), and (c)) if useful results can 
be obtained from analyzing a simplified version. As will be discussed 
more fully in the final section of the paper, the predicted circumfer­
ential variations of the bore heat flux and outside surface temperature 
are enhanced when the convective heat transfer coefficient is uniform 
and when heat losses are neglected. Therefore, solutions corre­
sponding to these conditions provide an upper bound for the actual 
circumferential variations. From these solutions, values of the oper­
ating parameters can be identified for which the circumferential 
variations are negligible, and this information can be applied directly 
to collector design. In addition, such solutions enable identification 
of the parameter ranges where consideration has to be given to parts 
(b) and/or (c). 

The present paper is concerned with solutions which give upper 
bounds for the circumferential variations. 

A n a l y s i s 
Before proceeding with the description of the analysis, it remains 

to consider the distribution of the incoming solar radiation. One 
candidate distribution is that depicted schematically in the left-hand 
diagram of Fig. 1; namely, a uniform flux of solar energy crossing a 
plane parallel to that of the collector plate. Such a distribution gives 
rise to temperature and heat flow symmetry with respect to the 8 = 
0 position defined by the coordinates in the right-hand diagram of Fig. 
1. 

If the solar flux arrives at an angle of inclination, then strict sym­
metry no longer exists, and it would appear that an additional pa­
rameter (the sixth of the problem) has to be employed to characterize 
the degree of asymmetry. It should be noted, however, that even when 
the solar flux is inclined, the unshadowed parts of the fins are uni­
formly irradiated. Furthermore, for realistic values of the dimensions 
r3 and L, the extent of the shadowing is not significant even at mod­
erately large angles of inclination. Since the energy collected by the 
fins is the dominant heat input in the problem, departures from 
symmetry should, therefore, be small. 

In view of the foregoing, it is reasonable to expect that the results 
for the symmetry case should continue to be valid for moderate solar 
inclinations. The present analysis will, therefore, be carried out for 
the symmetry case. There are no essential difficulties in extending 
the analytical model to accommodate asymmetry, aside from the 
penalty of having to deal with another independent parameter. 

Let e; denote the uniform solar flux passing per unit time and area 
through a plane parallel to the collector plate and as be the solar ab-
sorptance of the plate surface. With these, and neglecting heat losses 
for reasons discussed in the Introduction, the energy input per unit 
time and per unit area at the external surface of the embossment can 
be expressed as 

< ? n = -

qi = asei cos 0, 

•„e,-(L + r 3( l -sinflp)) 

r3(%7r - 9o) 

-0o < 8 < 0o (la) 

-TT/2 <8<-60 and d0 < 8 < TT/2 

(lb) 

Region I represents the arc ~80 <8<Oo along which the solar energy 
is directly incident on the embossment, whereas Region II encom­
passes the arcs of contact, —r/2 < 0 < —Bo and 0O < 0 < TT/2, between 
the fins and the embossment. The numerator of equation (lb) is the 
energy collected by the fins, and the denominator is the contact arc 
length. The quantity r3(l - sin 0o) that appears in the numerator takes 
account of the fact that the front-face length of the fin is very slightly 
greater than the back-face length L. 

If plotted, the q versus 8 distribution of equations (1) would display 
a relatively gradual downsloping portion between 8 = 0 and 8 = 8Q, at 
which point there is an abrupt step increase to a flat plateau which 
extends from 0O to TT/2. The height of the flat plateau is much, much 
greater than that at any point along the downsloping portion. 

The total rate of energy input to a collector-plate module consisting 
of an embossment and its flanking fins can be written directly as 

. N o m e n c l a t u r e 

Bi: ; Biot number, hr\lkt 

e, = incoming solar flux 
h = convection coefficient at bore 
k = thermal conductivity 
L = half length of fin between adjacent tubes, 

Fig. 1 
Q = rate of energy input per module, per unit 

axial length 
q = local surface heat flux 
q = average bore heat flux, Q/2-nTx 
r = radial coordinate 
r i = radius of tube bore 

ri = outer radius of tube 
r3 = outer radius of embossment 
T = temperature 
Tb = fluid bulk temperature 
T* = wall temperature based on convective 

resistance alone, equation (20) 
as = solar absorptance 
T) = dimensionless coordinate, r/n 
i)2 = dimensionless outer radius of tube, 

r]s = dimensionless outer radius of emboss­
ment, /-3/r! 

t;/, = dimensionless length of extended sur­
face, L/ri 

8 = angular coordinate, Fig. 1 
00 = angle at junction of extended surface and 

embossment, Fig. 1 
a = sigma factor, equation (8) 
4> = dimensionless temperature, 

(T - Tb)/(Q/kp) 

# 
Subscripts 

p = embossed plate 
t = tube 
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Q = 2asei(rs + L) (2) 

where Q is per unit length in the axial direction. Equation (2) can also 
be obtained by integration of equations ( la) and (16). 

With the heat input thus specified, consideration can be given to 
the broad outlines of the solution for the temperature field. Numerical 
methods were considered but not employed because of the difficulties 
in handling the sharp turning of the heat flow lines in the neighbor­
hood of 0o < 0 < ir/2. Instead, an analytical method was devised which 
yields highly accurate closed-form solutions. 

The first step is to obtain a solution representation for the outer 
semicircular region p and, in this connection, an alternative to Fourier 
series is used to fit the heat inputs specified by equations (1). Next, 
a solution representation for the inner region t (i.e., the tube) is ob­
tained. Then, the solution representations are matched along the 
interface between the tube and the embossment. In the matching, 
account is taken of the fact that the angular ranges of the two regions 
are different and that the functions which appear in the two repre­
sentations have different periods. The matching is supplemented by 
an adiabatic boundary condition at the underside of the tube. The 
matching and the supplemental boundary condition enable a set of 
linear algebraic equations to be generated for the unknown coeffi­
cients in the inner and outer representations. The solution of these 
equations provides all that is necessary to evaluate the desired heat 
flux and temperature results. 

To minimize the number of independent parameters, dimensionless 
quantities are introduced as follows 

(T - Tb)/(Q/kp), ,= 

r)2 • 
^3 

V3 ~ ~ , VL=- Bi = 

r/n (3a) 

,r_2 

in which Tj, and h are, respectively, the local bulk temperature of the 
working fluid and the convective heat transfer coefficient at the bore. 
Q is the overall heat transfer rate defined by equation (2). 

Outer and Inner Solution Representations. The temperature 
field in the embossed plate p is governed by Laplace's equation. A 
solution representation which is symmetric about 0 = 0 and which 
satisfies an adiabatic boundary condition along the back-side edges 
(8 = ±jr/2, r2 < r < r3) is 

<j>p = A0 + B0 In n + £ (AnV
2n + BnV~2n) cos 2nd (4) 

n = \ 

where the temperature variable that appears in </>p is Tp(r, 8), The 
constants AQ, SO, An, and Bn are to be chosen to fit the conditions 
along the inner and outer semicircular arcs. 

Along the outer arc (rt = 173), the heat flux is specified (equations 
(1)), so that it is appropriate to differentiate equation (4) to obtain 

9 fa, 0) B0 /2n\ 
——— = — + £ ( — ) (A„i)32" - B„i)3 2")cos2n0 (5) 
W ' " l ) VS n=l \ 173/ 

In view of equation (5), it appears natural to expand the given heat 
flux distribution, equations (1), in a Fourier series of the form 

<?fa, S) 
•• U0+ £ fl„ cos2nB 

(Q/ri) „=i 
(6) 

where, in determining fio and fl„, cognizance has to be taken of the 
fact that q(ij3, 8) is specified by different algebraic representations 
in the circumferential Regions I and II. Therefore, 

2 r rs« rr/2 1 1 
T ( W ' ' l ) L <->0 JOO J 7TJ/3 

SV 

r(Q/n 

is: <7i cos 2n0dB + f 
J to 

qu cos 2nedB\ (66) ] HQ/n) I 
The integrals appearing in equation (66) are easily carried out, so that 
0„ can be regarded as known. 

Although it is common knowledge that a Fourier series averages 
the ordinates at a point of discontinuity such as 6 = 80, other responses 
of the series to a discontinuity are somewhat less well known. In 

Fig. 1 Collector plate configuration (left) and working diagram for the 
analysis (right) 

particular, the series overshoots at the top of the discontinuity and 
undershoots at the bottom (Gibbs' phenomenon). Other features were 
revealed when the series representation (6) was plotted and compared 
with the given heat flux distribution, equations (1). It was noted that 
the series representation was wavy along the entire range of the 6 
variable, as if the aforementioned overshoot and undershoot had 
propagated away from the discontinuity in the directions of both in­
creasing and decreasing 8. This qualitative behavior persisted as the 
number of terms in the series was varied, although there were dif­
ferences in detail with respect to the amplitude and the frequency of 
the waviness. 

In view of the foregoing, an alternative representation for the given 
heat flux distribution was sought and found. Lanczos [6,7] has devised 
a little-known series representation which is especially well suited for 
handling functions which have discontinuities. The representation 
given by Lanczos is for a solution domain and eigenvalues different 
from those of the present problem, necessitating an independent 
derivation, the end result of which is 

q (m, ») 
flo + 5Z QnOn cos2n8 

n=l 
(7) 

(Q/ri) 

The Sio and fi„ are the conventional Fourier coefficients already de­
fined by equation (6), while <sn is the sigma factor whose definition 
depends on the solution domain and on the eigenvalues. For the 
present problem, 

1 

nv/{N+ 1) W + l / 
(8) 

For values of N that are fairly large (say, ~50), it is seen that <r„ « 1 
for the initial terms of the series (small n) and that an « 1 for the final 
terms. Therefore, the a factor representation converges much more 
rapidly than a conventional Fourier series. 

Inspection of graphs oiqir/s, 8) evaluated from equation (7) showed 
that the sigma factor representation rounds the corners of a discon­
tinuity more than does a Fourier series, but exhibits only very slight 
overshoot or undershoot. Furthermore, in the region away from the 
discontinuity, the sigma factor representation is altogether free of 
waviness and ripples. 

From a comparison of coefficients in equations (5) and (7), there 
follows 

Bo = JJsfio = lAr (9a) 

Bn = AnV34n-Qn<'n-n32n+1/2n (96) 

With these, the solution representation (4) for cj>p becomes 

JV 

4>P = A0 + (1/V) In ij + £ An(rj2" + i)3
4ni)-2 ' ') cos 2n8 

n=\ 

~ £ [fl„-T„r,32"+V2"/2n]cos2nfl (10) 
n - l 

where the constants Ao and A„ still remain to be determined. 
In the forthcoming numerical evaluation of the solution, results will 

be obtained on the basis of both the Fourier series and sigma factor 
representations. To facilitate this, the quantity an that appears in 
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equation (10) will be set equal to one for the former evaluation and 
taken from equation (8) for the latter evaluation. 

The temperature field in the tube wall t is also governed by La­
place's equation. If the convective boundary condition 

-kt{dT/dr) = h(Tb-T) (11) 

is imposed at the tube bore (r = rl and r\ = 1), the solution takes the 
form 

M r im — Bi\ 1 
,j>, = C0(1 + B i l n i j ) + E Cm\ v

m+ I ~)v-m cosrof? 
m=i L \m + Bi/ J 

(12) 
where <t>t contains Tt(r, 0) and Bi is the Biot number defined by 
equation (3b). The constants Co and Cm await determination. 

Continuity and Supplementary Boundary Conditions. The 
physical constraints which remain to be satisfied by the solution 
are: 

(a) heat flow and temperature continuity at the embossment/tube 
interface, r = r2 and -ir/2 < 0 < 7r/2 

(b) no heat flow at the underside of the tube, r = r2 and ir/2 < 8 
<3TT/2 

Since neither temperature nor heat flux continuity is, in itself, a 
sufficient boundary condition, both are needed in (a). On the other 
hand, the adiabatic condition of (b) is fully sufficient, and no addi­
tional boundary condition is needed along that part of the arc. 

The conditions stated in (a) and (b) can be expressed as 

+ 2 

qt(ri,6)> 
\QPlfz, 0), 

io, 
Tt(r2, S) = Tp(r2, 0), 

-jr/2 <0<T/2 

TT/2 < 0 < 3TT/2 

-TT/2 <0<TT/2 

(13) 

(14) 

Equations (13) and (14) may be recast in dimensionless form and <l>p 

and 4>t introduced from (10) and (12). The resulting equations, when 
properly employed, provide a means for determining the unknown 
A and C coefficients. With respect to the use of these equations, it 
should be noted that the periods of the cosines which appear on the 
right- and left-hand sides are not the same. Therefore, orthogonality 
does not hold for both sides of each equation. As a result, no one 
coefficient can be determined independently of the others (in contrast 
to a Fourier series, where each coefficient is independent of the oth­
ers). Rather, all the coefficients have to be determined simulta­
neously. 

There are two approaches that might be considered for generating 
the simultaneous algebraic equations needed for determining the 
coefficients. One approach is collocation (i.e., point matching), 
whereby equations (13) and (14) are applied at each of a discrete set 
of 0 values, with each application yielding an algebraic equation that 
interrelates the unknowns. The collocation procedure has two 
drawbacks when applied to the present problem. First, owing to the 
possible sharp variations in heat flux and/or temperature in the 
neighborhood of 0g < " < W2, the selection of the locations of the 
matching points may affect the accuracy of the solution. Second, the 
algebraic equations generated by employing the adiabatic condition 
on the underside of the tube (i.e., second part of equation (13)) can 
be solved to yield the C coefficients without involvement of the other 
constraints of equations (13) and (14). This is an undesirable feature 
in that the values of the coefficients should reflect all the con­
straints. 

The other approach, which consists of mimicking the procedures 
for Fourier series, does not suffer from either of these drawbacks. The 
basis of the approach is to integrate equations (13) and (14) over their 
respective ranges of applicability, using appropriate multiplicative 
weighting functions prior to the integration. Thus, for equation (13), 
one can write 

2 (" qt(r2, 0)d0 = 2 f* qp(r2, 0)d0 + 2 f " o d 0 (15a) 
Jo Jo JTT/2 

2 f * q d r 2 , 0) cos 10 dB = 2 P * qp(r% 0) cos (0 d0 

Cr 0 cos e0d8 (15b) 
JV/2 

where ( is any integer > 1 . From (15a), there follows 

C 0 = (Vfc t)/27rBi 

whereas (15b) yields 

kD T N N 1 
Ce=-E\Tae+ Y. Tn(+ Z XneAn 

Kt L n = l n = l J 

(16a) 

(166) 

where the V0g, Yn(, and Xnt are abbreviations for simple, but some­
what lengthy, algebraic expressions. Note that each Cg is related to 
all of the An. 

A similar procedure is employed for equation (14). First, equation 
(14) is integrated from 0 = —K/2 to TT/2 (or, alternatively, from 9 = 0 
to TT/2). Next, equation (14) is multiplied by cos 2)0 (J > 1) and then 
integrated over the same range. These operations yield 

M 
ylo=-(lnr,2)/7r + Co(l + B i l n ^ ) + £ * m 0 C m (17a) 

m = l 

Aj = Ay + £ *myC„ 
m = l 

(17b) 

where *m o , * m j , and Ay- are, once again, abbreviations for algebraic 
expressions. Equations (17) indicate that each A is related to all of 
the C's. 

Suppose that the respective series for 4>p and tj>t are truncated after 
the same number of terms, i.e., N = M. Furthermore, let ( take on 
successive values of 1 ,2 , . . . , N and, similarly, le t ; take on successive 
values of 1, 2 , . . . , N. In this way, equations (16b) and (17b) can be 
employed to generate 2JV linear, inhomogeneous algebraic equations 
for A\ through AN and Cj through CAT. 

The solution of the resulting system of linear algebraic equations 
was carried out on a CDC CYBER 74 computer. Preliminary com­
putational experiments were performed to examine the effect of the 
number of terms and of the influence of the sigma factor versus the 
Fourier series representation. The final solutions were obtained for 
a 90-equation system (N = 45) in which the sigma factor represen­
tation is employed. 

Representation of the Results. As was noted earlier, the pri­
mary focus of this study is on the heat flux distribution at the tube 
bore and on the outside surface temperatures of the embossment and 
the tube. In connection with the former, it is convenient to introduce 
the average bore heat flux ~q 

q = Q/2irn (18) 

Then, upon noting that the local convective heat flux q at the bore 
is given by h(T — T/,), it follows that 

q/q = 2irBi(kt/kp)[<l>t(0)]rl= (19) 

where <j>t is expressed by equation (12). The departures of q/q from 
unity provide a convenient measure of the circumferential nonuni-
formity of the heat flux at the bore. 

In considering possible reference quantities for the surface tem­
perature results, it may be noted that current practice in collector 
design is to ignore temperature variations across the metallic walls. 
Instead, a wall-to-bulk temperature difference is evaluated on the 
basis of the convective resistance at the tube bore. If (T* — Tb) rep­
resents such a temperature difference, then 

T* -Tb = Q/h2irri (20) 

With (T* — Tb) as a reference quantity, the temperature variation 
at the exposed surface of the embossed plate (r = ra and r\ = ^3) can 
be written as 

Tp(r3,0)-Tb 
2TT Bi(A/ftp) [<M0)], (21) 

T* -Tb 

with 0 P from equation (10). Similarly, for the back side of the tube 
(r = r2 and y = 172) 
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Tt(r2,6)-Tb 

T* - Tb 
2irBi(kt/kp)lM9)U (22) 

R e s u l t s and D i s c u s s i o n 
In view of the fact that the problem is governed by five independent 

parameters (equation (3b)), care must be taken in the parameter value 
selection so that the results can be presented coherently in a reason­
able space. Values of/^A'I in the range of 1.2 to 1.4 are typical for small 
diameter pipes and tubes. However, since the results indicated that 
very little additional information would be gained by going beyond 
ri/r\ = 1.3, computations for the ri/r\ = 1.4 case were not performed. 
Rather, to satisfy a curiosity about the extent of the circumferential 
variations for very thin-walled tubes, results were obtained for r^/ri 
= 1.1. 

For each of the three tube-wall radius ratios rifr\ (1.3,1.2, and 1.1), 
ra/ri was varied so that the thickness of the embossment was, re­
spectively, half, equal to, and twice that of the tube wall. The length 
of the extended surface, which has a direct influence on the magnitude 
of the heat spike on the surface of the embossment, was assigned 
values L/ri of 5,10, and 20. 

In selecting values of the conductivity ratio kp/kt, consideration 
was given to the lowest and highest thermal conductivity values (those 
for steel and copper, respectively) among the various metals that are 
candidates for collector applications. The Biot number was deduced 
from the Nusselt number and the ratio of the thermal conductivities 
of the working fluid (water or a water-glycol mixture) and the tube 
wall. For most collector applications involving a liquid working fluid, 
the flow is laminar and the Nusselt number has a value of approxi­
mately four. For the main body of the solutions, the Biot number was 
evaluated for laminar flow conditions, but some computations were 
also performed for Biot numbers corresponding to moderate Reynolds 
number turbulent flow. 

Laminar Plow Results. Circumferential distributions of the heat 
flux at the tube bore and of the outside surface temperatures of the 
embossment and the tube are presented in Figs. 2-4. The successive 
figures correspond, respectively, to tube-wall radius ratios r^Jr\ of 1.3, 
1.2, and 1.1. These results are for an extended surface length L/r\ = 
20, which is the largest among the Llr\ values employed here (the 
effect of L/r\ will be examined shortly in more detail). The Biot 
numbers for these figures correspond to laminar flow. 

Each figure is subdivided into three graphs. The lower graph depicts 
a case where the embossment plate and the tube are of the same rel­
atively low-conductivity material (e.g., steel). For the middle graph, 
the embossment and the tube are both of a high conductivity material 
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Fig. 3 Circumferential distributions of bore heat flux and outside surface 
temperature for laminar flow, r2lt^ = 1.2, 1.3 < r3/r-, < 1.6, i / r , = 20 

(e.g., copper). The upper graph corresponds to the case where the tube 
is highly conducting (e.g., copper) compared with the embossment 
(e.g., steel). The ordinate variables and scales of the middle and upper 
graphs are the same as those of the lower graph. 

Each graph is, in turn, subdivided into two parts. The upper part 
shows the circumferential heat flux distribution at the tube bore. The 
lower part gives the temperature distribution results in terms of the 
dimensionless ratios that appear on the left-hand sides of equations 
(21) and (22). It is seen that the temperature curves consist of two 
disconnected segments. The left-hand segment is the temperature 
distribution on the exposed surface of the embossment, whereas the 
right-hand segment is the temperature distribution on the back side 
of the tube. In each graph, the curves are parameterized by the em­
bossment radius ratio r$/r\. 

I <z"r- '•'! 
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Fig. 2 Circumferential distributions of bore heat flux and outside surface Fig. 4 Circumferential distributions of bore heat flux and outside surface 
temperature for laminar flow, r2/r-l = 1.3, 1.45 < r3/r-t < 1.9, L/ri = 20 temperature for laminar flow, r2/h = 1.1, 1-15 < r3/r-, < 1.3, L/r-, = 20 
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From an overall view of the results, it is seen that the circumfer­
ential variations are remarkably small. For a tube wall radius ratio 
r2/n = 1.3 (Fig. 2), the extreme departure oiq/q from unity is about 
6 percent, and this is for the case where both the embossment and the 
tube are of the same relatively low conductivity metal. For the other 
two cases in Fig. 2, the deviations from circumferential heat flux 
uniformity are almost imperceptible. The temperature distributions 
shown in the figure display a degree of uniformity comparable to that 
of the qlq distributions, but with a tendency to peak somewhat more 
sharply. 

As the tube wall becomes relatively thinner (i.e., decreasing r<i/rx), 
the circumferential nonuniformities tend to increase but still continue 
to be small. For ri/rx = 1.2 (Fig. 3), the deviations from uniformity 
for the low conductivity case (lower graph) are about 2 percent larger 
than those for r^rx = 1.3, whereas for the other cases the distributions 
are even less affected by ri/rx. For the radius ratio ri/rx = 1.1 (Fig. 
4), which corresponds to thinner walls than are available in standard 
small diameter pipes and tubes, the results for the low conductivity 
case show deviations from unity as high as 12-15 percent; however, 
the other cases are, for all practical purposes, circumferentially uni­
form. 

From the foregoing, it may be concluded that for standard tube 
dimensions and for laminar flow, the convective heat flux at the tube 
bore and the outside surface temperatures can be taken to be cir­
cumferentially uniform. In fact, as will be discussed in the final section 
of the paper, the accounting of heat losses and of circumferential 
variations in the convective heat transfer coefficient would diminish 
the nonuniformities relative to those indicated by the present com­
putational model. 

The fact that the calculated circumferential nonuniformities are 
small is physically plausible. In this connection, consider the heat 
current which is ducted to the external boundary of the embossment 
by the extended surfaces. Lying directly ahead of this inflowing stream 
of heat is the tube bore. If the convection coefficient at the bore were 
relatively high, the major portion of the heat would be drawn directly 
into the fluid, and relatively little would flow circumferentially 
through the walls of the tube and the embossment. Under these cir­
cumstances, the circumferential distribution of the bore heat flux 
would be very nonuniform, with a high peak in the region of attach­
ment of the extended surface. 

On the other hand, if the convection coefficient were relatively low, 
the heat stream would encounter a formidable resistance to its direct 
passage into the fluid. Instead, it is easier for the heat to flow cir­
cumferentially through the walls before entering the fluid. Conse­
quently, the heat flux at the bore would be relatively free of circum­
ferential nonuniformities. 

Plausibility arguments similar to the foregoing can be employed 
to explain the circumferential temperature distributions. 

The preceding discussion indicates that low heat transfer coeffi­
cients promote circumferential uniformity and high heat transfer 
coefficients promote circumferential nonuniformity. Since laminar 
flows are characterized by relatively low heat transfer coefficients (i.e., 
Bi « 1), it is plausible that the associated circumferential nonuni­
formities are small, as was demonstrated by the results of Figs. 2-4. 
By the same token, it is to be expected that larger nonuniformities 
will be associated with turbulent flows, since they have relatively high 
heat transfer coefficients. 

In addition to the foregoing, other interesting trends can be iden­
tified in Figs. 2-4. For instance, for a fixed tube-wall radius ratio, the 
effect of increasing the thickness of the embossment plate is both to 
elevate and flatten the qlq distribution on the upper portion of the 
tube, with similar effects on the temperature distribution. On the 
other hand, both the level of qlq and of the temperature distribution 
are diminished on the lower portion. 

The results presented thus far have been for extended surface 
lengths L/rx = 20. The influence of L/rx has been examined for the 
full range of the parameter values of Figs. 2-4. Inasmuch as the effects 
are qualitatively identical for all cases, it is only necessary to present 
a single figure to illustrate the results. In Fig. 5, circumferential dis­
tributions of bore heat flux and surface temperature are plotted in 
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Fig. 5 Circumferential distributions of bore heat flux and outside surface 
temperature for laminar flow, r2/fi = 1.2, r3/ri = 1.4, 5 < t / f i < 20 

a similar format to that of Figs. 2-4, except that now the curve pa­
rameter is L/r i covering the range from 5 to 20. The figure corresponds 
to the intermediate tube and plate dimensions r<ilr\ = 1.2 and ra/ri 
= 1.4. 

Inspection of the figure shows that the dimensionless heat flux and 
surface temperature distributions are insensitive to L/rx so that, in 
effect, L/rx is an inactive parameter. The reason for this outcome is 
that the energy collected by the extended surfaces is the dominant 
heat input in the problem for the entire range of L/rx that was in­
vestigated. Varying L/rx serves only to vary the degree of this domi­
nance, for example, from 76 to 92 percent of the total heat input over 
the range from L/rx = 5 to 20. Although the dimensionless distribu­
tions are insensitive to L/rx, the corresponding dimensional distri­
butions would be highly responsive since both q and (T* — Tb) vary 
with L/rx. 

Turbulent Flow Results. On the basis of the results that have 
been presented, it appears that the Biot number is the most significant 
parameter in affecting the circumferential variations of the bore heat 
flux and surface temperature distributions. It is, therefore, of interest 
to examine how these distributions respond to a higher Biot number 
such as would correspond to a moderate Reynolds number turbulent 
flow. To this end, Fig. 6 has been prepared. This figure is the coun­
terpart of Fig. 3, except that the respective Biot numbers are now 
higher by a factor of 40. The corresponding Nusselt number is that 
for a turbulent pipe flow at a Reynolds number of about 20,000 and 
a Prandtl number of 10. 

In appraising Fig. 6, cognizance should be taken of the ordinate 
scales, which now range from zero to two or three in contrast to the 
range from 0.9 to 1.1 in Fig. 3. Clearly, the dimensionless circumfer­
ential variations have markedly increased. This is especially so in the 
cases where both the embossed plate and the tube are of low-con­
ductivity materials (lower graph) and where the plate itself is of low 
conductivity (upper graph). In these cases, it appears that in view of 
the larger ordinate values that are attained, the temperature distri­
butions are more markedly affected than the bore heat flux distri­
butions. A major cause of these relatively large values is that the 
convective resitance, embodied in (T* — T";,), is relatively small when 
the flow is turbulent. 

To provide further perspective on the temperature variations, it 
is illuminating to estimate the value of (T* — Tb) by employing 
equations (2) and (20). For the aforementioned turbulent flow con­
ditions, (T* - Tb) ~ 0.25°F (0.15°Q, which is reflective of the low 
convective resistance that was noted previously. In the most extreme 
case depicted in Fig. 6, (T - Tb)/(T* - Tb) ranges from 3.75 to 0.2, 
which gives a corresponding variation of (T — Tb) from about 1 to 
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Fig. 6 Circumferential distributions of bore heat flux and outside surface 
temperature for turbulent flow, r2/ri = 1.2, 1.3 < r3/ri < 1.6, Lh\ = 20 

0.05°F (0.55-0.03°C). As far as heat loss calculations are concerned, 
such a temperature variation can be regarded as negligible. Therefore, 
even though they appeared to be large on a percentage basis, the cir­
cumferential temperature variations are small in the absolute. 

An appraisal of the effects of the bore heat flux variations shown 
in Fig. 6 is a more difficult task which lies beyond the scope of the 
present paper. The variations in the convective heat transfer coeffi­
cient at the bore that are induced by such heat flux variations can be 
estimated by employing the analytical results as given in equation (17) 
and Table 1 of [5]. 

Concluding Remarks 
The results of the present analysis indicate that for realistic plate 

and tube dimensions and materials, circumferential variations of 

outside surface temperature and bore heat flux can be neglected, 
provided that the tube flow is laminar. This conclusion is strengthened 
by the fact that the analytical model tends to exaggerate the cir­
cumferential variations by neglecting heat losses and assuming a 
uniform heat transfer coefficient at the tube bore. 

All of the available information on circumferentially nonuniform 
heating of a pipe flow [1-5] indicates that the highest convective 
coefficients are encountered at the least heated circumferential po­
sitions, and vice-versa. Therefore, if circumferential variations of the 
convective heat transfer coefficient were to be taken into account, the 
bore heat flux variations would be smaller than those corresponding 
to a uniform coefficient. Furthermore, if heat losses were included in 
the analysis, the largest losses would occur at circumferential positions 
having the highest outside surface temperature and the smallest losses 
at positions of lowest temperature. Thus, the accounting of the losses 
would tend to make the surface temperature more uniform. 

As a final note, brief mention may be made of the numerical accu­
racy of the results. Auxiliary solutions obtained using a system con­
taining half the number of equations and unknowns (i.e., 46 instead 
of 90) yielded curves indistinguishable from those of Figs. 2-6. Only 
in the neighborhood of the highest peaks were there slight deviations, 
the extent of which was about the width of a pencil line. In addition, 
results based on the sigma factor and on the Fourier series represen­
tations were found to be coincident within the scale of the figures 
except, again, for a very slight deviation at the highest peaks. 
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Friction Factor for Isothermal and 
Nonisothermal Flow Through Porous 
Media1 

Measurements were performed to determine the pressure drops for gaseous flow through 
porous materials of different microstructures, porosities, and thickness under isothermal 
and nonisothermal conditions at various temperature levels. Results were satisfactorily 
correlated by a simple equation relating the friction factor to the Reynolds number and 
porosities. 

Introduction 
Pressure drop for fluid flow through a porous material has been 

a subject of study for many years because of its application in mining, 
petroleum processes, chemical industries, and transpiration cooling. 
Due to the complex geometry of most porous media and the associated 
irregular flow patterns, study has been limited to experimental 
measurements and correlations of test data. The well-known corre­
lations are by Ergun (reference [l]2) and by Carman-Kozeny (refer­
ence [2]) for the pressure drop in a packed bed of particles. However, 
these correlations fail to represent pressure drop in geometeries other 
than the packed bed of particles. In fact, there exist no valid corre­
lations for flow through a porous material having a complex micro-
structure such as those used for transpiration cooling. Also, the va­
lidity of the use of the room temperature and isothermal test data for 
nonisothermal conditions at high temperature level is still unknown. 
This is a very important question that must be answered because in 
many engineering applications, such as the design of heat exchangers, 
transpiration cooling system, gas cleaning scrubbers, and other process 
plants, the flow is highly nonisothermal and at a very high tempera­
ture level. For this reason, this study was aimed at the generation of 
data on pressure drop through different porous materials at various 
porosities under isothermal and nonisothermal conditions having 
different temperature levels. Isothermal tests were performed at 
different temperature levels from 278 to 1120 K. Nonisothermal tests 
were accomplished at an incident heat flux up to 2.45 X 107 W/m2. The 
fluids were gaseous hydrogen and nitrogen. The purpose of this paper 
is to report the experimental data together with the correlations. 

1 This research is sponsored by NASA-Lewis Research Center under contract 
No. NAS 3-12012. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 14,1976. 

Experimental Apparatus and Test Procedures 
Specimen. Three porous metal types were chosen for investiga­

tion. They were: (1) 304L stainless steel "rigimesh" wire form, (2) 304L 
stainless powder form, and (3) OFHC (oxygen free high conductivity) 
copper powder form. These porous metals were fully characterized 
to determine the contaminate level, bulk porosity, degree of inter­
connected porosity, uniformity of microstructure, mean hydraulic 
pore diameter, surface area per unit volume, and chemical composi­
tion of the parent wrought metal. The characterization procedures 
and results are given in references [6-8]. 

Fig. 1 shows a typical rigimesh specimen mounted for testing. This 
design is a result of the consideration of structural strength require­
ments and minimal conduction to maintain one-dimensional flow. 
The mount is machined from a 1.27-cm thick disk of 304L stainless 
steel, 6.35 cm in diameter. The mount has a slightly tapered hole 1.905 
cm in diameter located on the disk center line. The rigimesh specimen 
is machined to a tapered cylinder to match the mount hole. The 
specimen/mount assemblies were then joined by electron beam 
welding. The weld yields a metal fusion joint over the entire speci­
men/mount interface. 

Thermal isolation of the test specimen was accomplished by in­
terrupting the conduction path between the specimen and the support 
structure heat sink. The mount material was removed in a cylindrical 
configuration around the specimen. Only a thin flange and four stif­
fening webs remained in contact with the porous specimen. This in­
creased the effective thermal resistance between the porous specimen 
and the heat sink. After fabrication of the rigimesh test assemblies 
the parts were cleaned by exposure to a hot trichlorethylene de-
greasing bath and subsequent "bake-out" in a hard vacuum. 

The porous powder materials were produced by Nuclear Metals 
Division of Whittaker Corporation. Complete details of the manu­
facture and characterization of the porous powders is given in refer­
ences [7, 8]. Fig. 2 shows a typical powder specimen mounted and 
ready for test. Unlike the rigimesh specimens, the powders proved 
very difficult to electron beam weld to their holders. The primary 
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Fig. 2 Powder specimens, mounted for test 

problem encountered with the weld joints centered around the low 
strength of the porous material, especially in the copper material and 
in the high porosity specimens. This problem was solved by a brazing 
technique. A braze alloy was preloaded into two small grooves in the 
holder and the assembly was heated in a vacuum furnace to produce 
a braze joint. The porous powder specimens were sealed on their 
outside circumferential surfaces to prevent braze alloy penetration 
during the oven heat cycle. This was accomplished by electroplating 
a thin layer of material on the circumferential surface of the speci­
mens. The porous powder test assembly was cleaned by flushing with 
distilled water and X-ray inspected prior to testing to check for any 
possible braze infiltration. 

Isothermal Facility. The isothermal test system is shown sche­
matically in Fig. 3. It consists of three basic components: the hydrogen 
supply and control network, the hydrogen heater, and the system 
instrumentation. 

A hydrogen supply system utilizes a bottle farm made up of 28 
bottles with a charge pressure of 4.1 X 107 N/m2 having a total hy­
drogen capability of 372 m3 at standard conditions. 

A regulator at the manifold end of the bottle farm gives a controlled 
supply pressure of 1.38 X 107 N/m2 during a test run. The hydrogen 
flow rate was controlled by manually regulating the pressure drop 
across the porous specimen. 

A hydrogen heater capable of meeting the test requirements was 
developed as shown in Fig. 4. The unit was driven by an electrical 
resistance heated core of molybdenum wire, helically wound in a dense 

array supported by beryllia insulators. 
The resistance heater assembly was 3.81 cm in diameter and ap­

proximately 46-cm long. Concentric with the heater core was a cy­
lindrical heat exchanger device. This device was constructed from a 
152-cm long, 0.635-cm dia stainless tube of 0.0508-cm wall thickness. 
The stainless tube was wound over a bar to form a cylinder 5.08 cm 
in diameter in the same manner as a coil spring. The seam between 
adjacent coils of tube was welded along the entire coil length to form 
a sealed cylinder. When installed in the pressure vessel the heat ex­
changer and resistance core were arranged so that the incoming hy­
drogen flowed through the heat exchanger before passing over the 
resistance heater core. Also, the system was equipped with a valve, 
external to the pressure vessel, which allowed a bypass flow of hy­
drogen directly from the supply to the resistance core. This arrange­
ment yielded a heater with a very wide operating range. For tests 
where the mass flow was very small, essentially all the heat transfer 
takes place in the tube coil. On the other hand, for the high flow rate 
tests, the heat exchanger was partially bypassed to avoid excessive 
pressure drop, and velocity in the core was sufficient to accomplish 
the required heat transfer. The resistance core temperature ranged 
between 1400 and 2200 K (lengthwise average) depending on test 
conditions, while the stainless tub coil ranged from 940 to 1400 K. 

Isothermal Test Instrumentation. The hydrogen mass flow was 
measured by "short radius" ASME orifice plates, with six different 
diameters required for the total flow range. The pressure level and 
pressure differential across a plate were measured with strain gage 

-Nomenclature* 

d = hydraulic diameter or diameter 
/ = friction factor 
g = gravitational constant 
H = length of cylinders 
k = viscous permeability 
L = thickness of porous material 
m = mass flux 
p = pressure 

Ap = ( P u p - P d n ) 
R = gas constant 

s = internal surface area per unit volume 
Re = Reynolds number 
T = temperature 
x ~ coordinate axis 
a = pressure drop coefficient due to viscous 

force 
/S = pressure drop coefficient due to inertia 

force 
li - viscosity 
£ = porosity—voil volume/total volume 
p = density of coolant 

Subscripts 

c = cylinders 
dn = downstream 
p = particle 
up = upstream 

Superscript 

= mean value 
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Fig. 3 Schematic of isothermal test setup 

transducers. For pressure differential across the orifice plates, the 
transducers used were 0-3.45 X 105 N/m2 and 0-2.07 X 106 N/m2. The 
overall error in the mass flow measurement system was less than ±3 
percent. For the pressure level and pressure differential across the 
porous specimen, the transducers used were 0-6.9 X 106 N/m2 and 
0-1.38 X 107 N/m2 . The error in pressure measurements is less than 
±1% percent. 

Temperature measurements were made with chromel-alumel 
thermocouples. The gas temperature was measured directly upstream 
of the test specimen with a shield thermocouple and again down­
stream of the specimen. The specimen material temperature was 
measured in three locations at the downstream surface. The three 
locations were at the center, the edge, and midradius on the specimen. 
These surface thermocouples were spring loaded, yielding a high 
surface contact force. 

Nonisothermal Test Hardware. The general layout of the heat 
transfer test system is shown schematically in Fig. 5. The major test 
system components are the hydrogen supply which is essentially the 
same as that for isothermal test, arc-image furnace and light pipe, and 
the test chamber and instrumentation. 

Pn > 2.1x10? N/M2 
H2 SUPPLY 
1.07 M3 

N, PURGE 

CONTROL CIRCUIT 

P0 - 6.9x106 - 1.38x10? N/ltf 

PE - 6 . 9 x l 0 6 N/M2 

T0 - AMBIENT 

M - 5.5x10-5 . j . H x i o - 3 KG/SEC 

Q - 0 - 2.5x10? W/M2 

Z 50 KW ARC IMAGE FURNACE 

P n T , 0 ' 0 <•' 
B< 

SAMPLE - * ^— QUARTZ WINDOW 

Fig. 5 Diabatic test schematic 

Arc-Image Furnace. A comprehensive description of the de­
velopment and calibration of the arc-image furnace is given in refer­
ence [9]. A special feature of the lamp is its small (6-mm) arc gap. The 
small gap provides the high radiance and source geometry required 
to yield the desired irradiance at the target with the 56 cm collector. 
The lamp was designed and built by the Tamarack Scientific Com­
pany. 

A light pipe was used to obtain a more uniform heat flux distribu­
tion at the test section. A typical heat flux scan with the light pipe is 
shown in Fig. 6. 

Heat Transfer Test Instrumentation. Test temperature at the 
orifice location and the upstream gas and specimen temperature were 
measured with chromel alumel thermocouples referenced at 340 K. 

Tests with multiple thermocouples located on various test speci­
mens showed that there existed only very small radial temperature 
gradients in the porous specimens. Therefore, a surface temperature 
measurement made at the specimen edge would yield nominally the 
same data as a measurement made at the center. The material surface 
temperatures were measured by spot welding a small (0.0127-cm dia 
wire) thermocouple junction at each specimen edge. 

The hot side gas temperature was measured by a probe shown in 
Fig. 7. The probe is basically two tubes, one copper and the other 
stainless steel. The stainless tube has a coolant flow of gaseous ni­
trogen which flowed down the tube interior and returned via a smaller 
tube within the stainless tube. The copper tube runs parallel with the 
stainless tube in such a way that it is in the shadow of the cooled 
stainless tube at the entrance to the light pipe. The arrangement re­
duces the heat load on the copper tube by protecting it with the cooled 
stainless tube. The copper tube terminates 0.635 cm from the heated 

- WATER COOLED PRESSURE VESSEL 

- H3LYBDEKM HEATER ELENEHT 

TO POWER SUPPLY -

Fig. 4 Isothermal hydrogen heater 
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Table 1 Test variables and ranges 
Porous materials: Stainless steel rigimesh, stainless steel 

sintered spherical particles, OFHC sintered 
spherical particles 

Porosities: 10-40 percent 
Thickness: 0.635-1.27 cm 
Temperature 
(isothermal): 278-1120 K 
Incident radiation: up to 2.45 X 107 W/m2 

Temperature 
gradient 

(nonisothermal): 0-105 K/m 
Pressure level: 1.52 X 105 N / m 2 - l l X 107 N/m2 

Mass flux: 0.5-84 kg/m2-s 
Gas: H2, N2 

specimen surface. A small (0.0625-cm dia) sheathed thermocouple 
was located within the copper tube, and held on the center line by 
small spacers. Due to a positive pressure, a sample of the heated hy­
drogen flows through the copper tube and past the thermocouple 
junction yielding the desired temperature data. The pressure drop 
available for this flow is largely spent at the thermocouple junction 
and near vicinity. Therefore, the velocity at the junction is quite high 
and the thermocouple setup has a high recovery factor. 

Results. Tests have been performed over a wide range of variables. 
A summary of variables and their ranges are presented in Table 1. 
Detailed test conditions and results are reported in reference [6], Only 
graphical results are presented here. 

Correlation of Results 
Basic Equations. All published experimental data showed that 

the pressure drop for flow through porous media can be represented 
as the sum of two terms, one linear in the velocity (viscous contribu­
tion) and the second quadratic in the velocity (inertia contribution) 
(references [1-5,11]). Thus, all the pressure drop data are correlated 
in a form derived from the following equation. 

dp 

dx 
am m-

PS l>8 
(1) 

Using the equation of state for ideal gas, p = p/RT, equation (1) can 
be integrated to give: 

p A p •• 
urhL m 2L 

: " + / i — 
S. H 

(2) 

where 

P 

' RT' 

* up "r "dn 

2RT 

AP = P u p - P d n 

Equation (2) may be rewritten in terms of the more familar pa­
rameters, friction factor /, and Reynolds number Re, as follows: 

/Re2 d 1 
2« - Re + 20 - Re2 

s s 

where 

/ = 
M P 

2 g 
-sL 

Re 
rhd 

(3) 

(4) 

(5) 

Characteristic Length 
The characteristic length used in the Reynolds number and friction 

factor are the hydraulic diameter d and the reciprocal of the internal 
surface area per unit volume s. The numerical values of d and s, as 
taken from the mercury penetration measurements of references [6, 
8], are given by the following expressions: 

d = 

1.28 X 10-3 J1-68 (rigimesh) 

12.2 X 10~4 J1 1 6 (sintered stainless steel powders) 

11.51 X 10"4 £116 (sintered OFHC copper powders) 

3.2 X 102 f-°-68 (rigimesh) 

11.69 X 103 f~0-16 (sintered stainless steel powders) 

12.46 X 103 £-°-16 (sintered OFHC copper powders) 

(6) 

(1) 

For the packed bed of spheres and cylinders, the surface area per 
unit volume is given by: 

— (1 — | ) spherical particles 

\2(1-0dc + 2 cylinders 
dc H 

The hydraulic diameter is calculated from: 

d = ^ 

(8) 

(9) 

Correlation Equations 
When the isothermal test data are plotted in a log-log format, it is 

found that /Re 2 can be represented by a set of parallel lines. For 
nonisothermal cases, the same correlation is valid provided that the 
property values p and p are evaluated at the log mean temperature 
defined as: 

TLM = T\ 

£ - 1 
(10) 

l n : 

Tx 

where T\ and Ti are the gas temperature at the inlet and outlet sur­
faces, respectively. It may be pointed out that the log mean temper­
ature is the true average temperature of the gas when the temperature 
is an exponential function of x, the distance through the specimen. 
No attempts were made to determine the temperature distribution 
in the porous media in this study. However, it was shown in reference 
[14] that the temperature in porous media varies exponentially along 
the flow direction. It was for this reason that the log mean temperature 
was employed for the evaluation of the property values in noniso­
thermal cases. 

It was found that the coefficient a and fl in equations (2) and (3) 
are functions of material structure and porosity. For each material 
structure, the correlation can be simply represented by: 

where: 

/Re2 = C i y ( l + C&) 

Re 

« 1 - {)" 
(11) 

and Ci, Cz, n are constants. 
For the material in this study and the data on packed beds of 

spheres, cylinders, and cubes [12,13], the constants C\, C2, and n are 
given in Table 2. A comparison of test data and correlations is shown 
in Figs. 8-11. 

Fig. 8 shows a comparison between the correlation (equation (11)) 
and the test data for sintered 304L wire mesh (rigimesh). The porosity 
of the material was from 0.095 to 0.408 and the temperature was from 
278 to 1120 K. Both isothermal and nonisothermal data are shown. 
For the nitrogen gas, only isothermal tests were performed. Clearly, 
Fig. 8 shows that the correlation given by equation (11) represents the 
data satisfactorily. 

Fig. 9 shows a comparison between the correlation equation and 
the test data for sintered 304L stainless spherical powders at various 
porosities. The incident heat flux was up to 2.45 X 107 W/m2 and the 
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Porous 
structures 

Woven and sintered wire mesh (rigimesh) 
Sintered 304L stainless spherical powder 
Sintered OFHC copper powder 
Packed bed of spherical particles, cylinders, or cubes 

T a b l e 2 C\, Ci, a n d n of v a r i o u s p o r o u s s t r u c t u r e s 

c, 
1.99 
3.42 
10.7 
22.8 

c2 
7.39 X 10~6 

8.88 X 10~B -
7.55 X 10-4 

1.17 X 10-3 

n 
3.9 
3.8 
2.8 
2 

Porosities 
0.087 - 0.40 
0 . 1 - 0 . 3 1 
0 . 1 - 0 . 3 1 
0.359 - 0.478 

Re 
0.7 - 870 
0.5 - 150 
0.35 - 96 
30 - 1100 

source 
10 
10 
10 
12&13 

STAINLESS STANDOFF .0635 CM DIA 
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STAINLESS TUBE 

FULL RADIUS BRAZE JOINT 

Fig. 7 Gas temperature measurement probe 

temperature level up to 1100 K. Again, the correlation appears to 
represent the data quite well. 

Fig. 10 shows a comparison between the correlation equation and 
the test data of sintered OFHC copper spherical powders. Again, it 
may be concluded from Fig. 10 that the correlation equation (11) 
represents the experimental data of OFHC copper powders very 
well. 

Fig. 11 shows a comparison between the correlation equation and 
the test data for a packed bed of spherical particles, cylinders, or cubes 
[12,13]. The porosity was from 0.357 to 0.478. Even though the mi-
crostructures vary quite considerably, the correlation equation rep­
resents the test data quite well. 

In reference [4], experimental data on pressure drop for com­
pressible gas flows in a foametal specimen at 0.95 porosity were re­
ported. The data are replotted in Fig. 12. Since there is no detailed 
information on the microstructures of the foametal, the variables in 
Fig. 12 are similar but not identical to those in Figs. 8-11. Clearly, Fig. 
12 shows that the data are neatly represented by a simple line. This 
indeed gives another check on the validity of the correlation form 
given by equation (11). 
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In reference [5], isothermal pressure drops through porous materials 
at several temperature levels were reported. Insufficient information 
is provided for replotting the data in the form given by equation 
(11). 

An examination of Figs. 8-11 shows that the correlation given by 
equation (11) represents all the test data at various porosities and 
geometry quite well. Also, since the correlation includes the data for 
both hydrogen and nitrogen, it may be concluded that the correlation 
is equally valid for other gases. Finally, since the data includes room 
temperature gas, high temperature gas, and isothermal and noniso­
thermal conditions, it is clear that the correlation is valid for both 
isothermal and nonisothermal flow at all temperature levels of prac­
tical interest provided that the property values of the gases are eval­
uated at a log mean temperature. 

Conc lus ions 
Pressure drops for gaseous flow through porous materials of dif­

ferent microstructures, porosities, and thicknesses have been mea­
sured under isothermal and nonisothermal conditions at various 
temperature levels. The significance of this study includes: 

1 Friction factor for flow through porous media under room 
temperature and isothermal conditions is applicable for high-
temperature and nonisothermal conditions provided the 
property values of fluid are evaluated at a log mean temperature 
between the inlet and exit planes. 

2 Friction factor as a function of Reynolds number is independent 
of gas type (N2, H2, etc.) and temperature levels. 

3 For flow through rigimesh, sintered powder, and packed bed 
of particles, the pressure drop can be computed from the 
equations presented in this paper. 

4 For flow through porous media having microstructures other 
than those studied herein, simple isothermal tests are required 
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to de termine t h e correlation constants C\, C2, and n in equat ion 

(11). 
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The Concept of Irreversibility in 
Heat Exchanger Design: 
Counterflow Heat Exchangers for 
Gas-to-Gas Applications 
The thermal design of counterflow heat exchangers for gas-to-gas applications is based on 
the thermodynamic irreversibility rate or useful power no longer available as a result of 
heat exchanger frictional pressure drops and stream-to-stream temperature differences. 
The irreversibility (entropy production) concept establishes a direct relationship between 
the heat exchanger design parameters and the useful power wasted due to heat exchanger 
nonideality. The paper presents a heat exchanger design method for fixed or for minimum 
irreversibility (number of entropy generation units Ns). In contrast with traditional de­
sign procedures, the amount of heat transferred between streams and the pumping power 
for each side become outputs of the Ns design approach. To illustrate the use of this meth­
od, the paper develops the design of regenerative heat exchangers with minimum heat 
transfer surface and with fixed irreversibility Ns-

Introduction 

Traditionally, counterflow heat exchangers are designed to ac­
commodate the transfer of a certain amount of heat between two 
fluids at given flow rates and inlet temperatures with specified 
amounts of pumping power for each stream. Actual design techniques 
are presented in detail in many thermal engineering texts [1, 2].1 

By specifying the amount of heat to be transferred from stream to 
stream, the designer specifies the heat exchanger effectiveness or, in 
effect, the size of the stream-to-stream AT across which the heat 
transfer is to take place. At the same time, by specifying the amounts 
of pumping power invested in pushing each stream through the heat 
exchanger, one specifies the frictional AP allowed for each side. It is 
important to realize that the heat transfer across the stream-to-stream 
AT and the frictional AP experienced by each stream represent two 
different facets of one single aspect of the heat exchanger, namely, 
its degree of thermodynamic irreversibility. 

Therefore, it seems natural to base the design process on the 
specification of how irreversible the resulting unit can be instead of 
specifying the allowable AT and AP's. Once the irreversibility level 
is selected, the heat exchanger geometric parameters can be chosen 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 17,1976. 

to achieve this level. Features such as the heat exchanger effectiveness 
(i.e., the amount of heat transferred between streams) and the 
pumping power needed for each stream become outputs of the design 
method. 

The objective of this paper is to propose a heat exchanger design 
method based on the concept of thermodynamic irreversibility (en­
tropy generation). The class of gas-to-gas counterflow heat exchangers 
was selected to illustrate the method. For the sake of clarity, the 
discussion focuses on nearly ideal (small AT, small AP's) and nearly 
balanced (Cmin — Cmax) counterflow heat exchangers of the shell-
and-tube type. 

Entropy Generation Analysis 
In an engineering system in steady state, the rate of thermodynamic 

irreversibility / is directly related to the lost (wasted) useful power 
[3], 

•* — ' ' revers ible ^ a c t u a l (i) 

In power systems, / represents that fraction of the maximum theo­
retical power output no longer available due to system irreversibilities. 
In refrigeration systems, / is power required in addition to the mini­
mum theoretical power input. Quantitatively, the system irrevers­
ibility rate I is equal to the product of the environment absolute 
temperature T0 and the net entropy generation rate for the system 
[3], 

/ = T02S (2) 

374 / VOL 99, AUGUST 1977 Transactions of the ASME Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In equation (2), the summation is carried over allirreversible com­
ponents present in the system. Thus, by estimating the rate of entropy 
generation S of one system component such as a heat exchanger, one 
determines the degree to which that component contributes to the 
total useful power wasted by the system. The analysis which follows 
is based on calculating the rate of entropy generation S in the heat 
exchanger. 

The design approach presented here applies primarily to regener­
ative-type heat exchangers used in gas turbine power cycles and low 
temperature refrigeration/liquefaction plants. The number of entropy 
generation units N$ design method recognizes the fact that regen­
erators serve the function of isolating the hot end of the cycle from 
the cold end. For example, the key function of a Brayton cycle re­
generator is not to transfer a given amount of heat from one stream 
to another but rather to allow the extreme temperature ends of the 
cycle to exchange dense fluid for less dense fluid in the most reversible 
way possible. A similar observation can be made relative to the pur­
pose of the blood counterflow present in the legs of wading birds. 

Irreversibility analyses of heat exchangers designed to transfer a 
certain, specified, amount of heat between streams have been reported 
in the literature [4]. It seems that the method of designing for specified 
irreversibility or for minimum irreversibility has so far been used only 
in low-temperature engineering, especially in the thermal design of 
large-scale superconducting systems for power conversion, trans­
mission, and storage. In particular, this technique was applied to the 
thermodynamic optimization of heat exchangers for load-carrying 
supports of large superconducting systems [5-8]. 

C o u n t e r f l o w H e a t E x c h a n g e r s for G a s - t o - G a s 
Appl i ca t ions 

Consider the counterflow heat exchanger shown schematically in 
Fig. 1. For each of the two ideal gas streams the following quantities 
are given: 

—inlet temperatures, T\ and T2, 
—inlet pressures, P\ and P2, 
—capacity rates, (mc p h = Cm i n and (mep)2 = Cmax. 

Note that no assumption is made at this point concerning the relative 
magnitude of the inlet temperatures, the stream-to-stream AT's and 
the frictional AP's. The counterflow of Fig. 1 is the most general ar­
rangement, although for ease of orientation, subscript 1 was assigned 
to the quantities referring to the stream with the smaller of the two 
capacity rates. While following the analytical development of the ir­
reversibility method, the reader will find useful the sketch of Fig. 5. 
The regenerative heat exchanger of Fig. 5 will eventually be discussed 
in the design example which concludes the presentation. 

We will now take a close look at the rate of thermodynamic irre­
versibility present in the heat exchanger and see how it is affected by 
changes in the heat exchanger geometry. The time rate of entropy 
production in the heat exchanger as an open system is calculated by 

performing an entropy flux analysis on the control volume of Fig. 
1: 

5 = rfli(sout - Sjnh + m2(Sout - Sin)2 (3) 

In equation (3), the heat transfer across the exchanger outerwalls was 
assumed negligible. Expressing the ideal gas entropy changes in terms 
of the end pressures and temperatures [9, 10], equation (3) be­
comes 

S = Cmin[ln (TloJTi) + (fl/cph In (Pi/PuJ) 

+ Cmax[ln (T2JT2) + (R/cPh In (P2IP2J} (4) 

where the stream outlet properties depend on the actual geometry 
chosen for the heat exchanger. The first law of thermodynamics for 
the control volume of Fig. 1, 

C.ninCTx - Tlout) + Cmax(T2 - T2out) = 0 (5) 

coupled with the definition of heat exchanger effectiveness [1], 

* = &!„*-TiMTt-TJ (6) 

allows us to eliminate T loul, T2oul, expressing S solely in terms of the 
given parameters and c, (AP/P)i and (AP/P)2. 

Defining the number of entropy production units Ns as 

Ns = S/Cn (7) 

+ ln 

^min / A> 

'-'max ^Cp/ 

the heat exchanger rate of entropy production formula (4) takes the 
following nondimensional form 

•['-§*•(-?)] 
L Lmai x 1 2 ' -> 

:),<»(-f) 
-C>('-^) "•' 

Expression (7a) shows a separation of the entropy production 
contribution due to the stream-to-stream temperature difference AT 
(the first two terms) from the contribution due to frictional pressure 
drops (the last two terms). The former, however, mixes together the 
AT effect caused by capacity rate imbalance {Cmax > Cmm) with the 
AT effect caused by the availability of only a finite amount of heat 
transfer area (finite N%u or e < 1). A simpler, much more instructive 
form of the entropy production expression (7a) is obtained if one 
considers counterflow heat exchangers in the following limiting 
conditions. 

• N o m e n c l a t u r e * 

a = imbalance coefficient, equation (21) 
A = heat transfer area 
Ac = flow cross section 
b = imbalance coefficient, equation (23) 
B = ideal gas constants ratio, equation (24) 
cp = specific heat at constant pressure 
C = capacity rate 
A = tube inside diameter 
Do = tube outside diameter 
/ = friction factor 
g = dimensionless mass velocity, 

G/(2PP)1'2 

G = mass velocity 
/ = rate of thermodynamic irreversibility 
L = flow length 

m = mass flow rate 
A'pr = Prandtl number 
^Re = Reynolds number 
Ns = number of entropy generation units 
Ns,&P = Ns due to friction AP in the chan­

nel 
NS,AT = Ns due to heat transfer across a fi­

nite AT 
Nst = Stanton number 
Ntu = number of heat transfer units 
P = pressure, absolute 
r/, = hydraulic radius 
R = ideal gas constant 
s = specific entropy 

S = rate of entropy production 
T = temperature, absolute 
U = overall heat transfer coefficient 
Vol = heat exchanger volume per side 
W = mechanical power 
A = difference 
( = heat exchanger effectiveness 
P = gas density 
T = temperature span parameter, equation 

(22) 

Subscripts 

0 = environment 
1 = low capacity rate side 
2 = high capacity rate side 
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STREAM 2 

CONTROL 
VOLUME 

A " 

STREAM 1 TEMPERATURE 

Fig. 1 Schematic of temperature distribution in a counterflow heat ex­
changer 

I Near ly Ideal Heat Exchangers . This limit is characterized 
by small stream-to-stream AT's and small frictional AP's such that 
the following inequalities hold: 

and 

; « 1 

(AP/P)1>2 « 1 

(8a) 

(86) 

Rewriting expression (7) in the limit (a, 6) and expressing <: in terms 
oiNtu, 

AV , in — + In 1 M ) 
^ m a x J 1 ^ m i n L ^ max ^ ' 2 ' J 

r,v2 

L' min ^ 

^ m a x ' ^ ' - 'max' 

(-s) 

exp 

Cmax \ ^ V 

L v ^ m a x ' -J 

L' min 

L v t -max 7 J 

Cmax \Cp)l \ P )l + \cp/2 \ P I 2 

Form (9) was obtained by linearly approximating the logarithms 
containing e and the AP's, using the expansion In (1 + y) c^ y — y 2/2 
+ . . . , in which y « 1. The higher order terms neglected by each of 
the linear approximations amount to less than 10 percent if 

e > l - ( 0 . 1 8 ) - T l ' 2 

\Ti-Ti\ 

and 

(AP/P),,2 < 0.2. 

(10a 

(10b) 

Conditions (10a) and (106) are met by a wide range of regenerative-
type heat exchangers used in power and low-temperature refrigeration 
cycles (see numerical example at end of paper). 

In equation (9), Ntu is the conventional number of heat transfer 
units [1] AU/Cmm where A is the total heat transfer area and U the 
overall heat transfer coefficient based on A. The first two terms in the 
Ns expression (9) represent the contribution from capacity rate im­
balance, the third is the contribution due to finite Ntu, and the last 
two are the contributions due to fluid friction in the heat exchanger 
passages. 

The Ns contribution due to capacity rate imbalance, 

J*c; imbalance 
= c ™ l n ^ + l n r _ c 2 i ! , / _Tix-| 

^max J 1 L C m a x \ ii' J 
( i i ) 

is shown graphically in Fig. 2. As expected, the number of entropy 

generation units increases as the imbalance becomes more pro­
nounced. iVsjmbaiance is the only contribution left even in the "ideal" 
design characterized by infinite heat transfer area and zero core 
pressure drop. Hence, for an imbalanced counterflow heat exchanger 
the size of Ns, imbalance tells the designer when he has reached the point 
of diminishing returns in trying to reduce the overall number of en­
tropy generation units Ns by increasing the Ntu and decreasing the 
frictional AP's. 

II Nearly Balanced Capacity Rate. In many gas-to-gas ap­
plications the counterflow heat exchangers of the type discussed here 
must handle balanced streams (Cn Cmax) or almost balanced 
streams (Cm m m Cmax). The former case is typical of regenerative heat 
exchangers for gas turbine cycles; the latter most notably appears in 
the design of helium gas heat exchangers for low temperature refrig­
erators and helium liquefaction systems. 

Applying the calculus of limits as Cn 
tropy production units (9) reduces to 

Ns< 

the number of en-

Ns,imM^+(V¥rV-) — 

+ - ©,(f), + © ^ (12) 
up/ , \ P A Vcp/2 V p / 2 

Expressing the overall A ^ in terms of the Ntu for each side of the heat 
transfer surface, 

1 1 

Nt, 
(13) 

the overall number of entropy production units Ns is divided into 
three separate contributions: 

NSsNs .imbalance + NSl + Ns2 (14) 

Cmax the imbalance term given by equation (11) In the limit Cmin 

reduces to 

Ns.t 
/Cmax , \ /Tl , Cmin Ti\ 

nbalance = ( ~ 1 ) ( — ~ 1 ~ ~ I n — I 
N ( j m i n ' v-l 1 Cmax J V 

(15) 

Clearly, if Cmjn = Cmax, the imbalance term vanishes. Except for the 
capacity rate ratio which is close to unity and acts as an imbalance 
correction factor, the number of entropy production units for each 
side has an identical form 

V V TX
 V Til Ntui Cmax \Cp/ 1 V P / 1 

Ns2 = -
T l \ 2 1 

T2 >/ Ntu, \cj2\P / 2 
(17) 

10"1 

10 

3 10 ' 

10 

10 

10-' 

0.B ™« 

0.5 

T , / T , 

Fig. 2 Number of entropy generation units due to capacity rate imbalance 
versus the ratio of stream inlet temperatures 
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Ns 12 appears now as the sum of one contribution due to heat transfer 
across the heat exchanger AT and one contribution due to frictional 
AP losses, 

Nsia = NS,ATh2 + NS,APli2 <18) 

Expressions (16)~(18) point out how increasing the number of heat 
transfer units and/or reducing the frictional pressure drop amounts 
to reducing the degree of irreversibility of that side. 

The uncoupled form (16)-(18) is the reward for having considered 
the two successive limits, I and II. We will now analyze the manner 
in which the design parameters of one side of the heat transfer surface 
affect the number of entropy production units per side, JVg,,. 

Number of Entropy Generation Units for One Side 
From a design standpoint, we are interested in those combinations 

of hydraulic radii (r/,v /7,2), minimum free-flow areas (Acv AC2), and 
flow lengths (L\, Lz) leading to an acceptable number of entropy 
generation units selected for the heat exchanger. For the limiting cases 
under consideration, the first thing we must do is to express Ns in 
terms of the actual flow parameters. However, since the one-side 
contributions (16) and (17) have a similar outlook, we will perform 
this transformation once, for one side only. 

First, from the definitions of number of heat transfer units and 
friction factor for one side we have [1] 

NtUh2 = (L/rh)Nst (19a) 

(AP/Ph,2 = f(L/rh)GV(2PP) (196) 

where the notation, the same as in reference [1], is explained in the 
Nomenclature. In writing equations (18) and (19) we have limited the 
discussion to bare surfaces and pressure drop dominated by core 
friction losses, respectively. In this analysis the group G/(2pP)1/2 

appearing in equation (19) is treated as a dimensionless mass velocity, 
g. Substituting equations (19a) and (19b) into equations (16) and (17) 
yields 

Ns^ = „ / ° L + bBf(L/rh)g
2 (20) 

(L/rh )Nst 

where 

m = 1; a2 = Cm i n /Cm a x (21) 

T = ( v l y t i - V7VT32 (22) 

fei = Cm i n /Cm a x ; b2 = 1 (23) 

Bi = (Rkph; B2 = (Rkph (24) 
The Stanton number Nst and the friction factor / are both functions 

of the Reynolds number NR,,. Thus, the number of entropy generation 
units for one side Nsit2 is a function of three independent flow pa­
rameters, NR,,, L/rh, and g. Since the mass flow rate for each side is 
given, specifying these parameters is equivalent to selecting the three 
geometric unknowns per side, r^, Ac, and L. 

The dependence of Nslfi on NR,,, L/r/,, and g, equation (20), is 
shown qualitatively on the three-dimensional logarithmic plot of Fig. 
3. The construction of Fig. 3 is actually based on turbulent flow inside 
round tubes, where both JVst and / vary as Re" 0 2 ; one can construct 
qualitatively similar three-dimensional plots for other common heat 
exchanger surfaces. 

For a given L/>% and Nne, the number of entropy generation units 
generally increases as g increases. Unlike g, the ratio L/r/, plays a 
definite trade-off role: for a fixed g and Nne, there exists an optimum 
L/r/, for which the resulting Ns 12 is a minimum. Large values of L/ri, 
lead to irreversibilities dominated by fluid friction in the heat ex­
changer passages. Conversely, small values of L/rh lead to large 
stream-to-stream AT"s and overall irreversibilities dominated by heat 
transfer across these AT"s. The optimum ratio L/ri, can be calculated 
by mimimizing the function Nsly2 given by equation (20), 

/L\ __ 1 / ar \ 1/2 

\7J opt ~g\bBfNsJ
 (25) 

i°g(Ns1|2) 

Ng dominated by 

..g = constant>• surface 

Fig. 3 Number of entropy generation units per side, as a function of L/rh, g, 
and WRe 

The minimum number of entropy production units corresponding 
to (LA'h)opt for each side is 

NSl/"
in = 2g(abiBf/NSt)

1/2 (26) 

An interesting aspect of the Ns method is that it establishes a 
one-to-one correspondence between the mass velocity g present on 
one side of the heat transfer surface and the minimum number of 
entropy production units obtainable for that side. In other words, the 
selection of a mass velocity g fixes the minimum number of entropy 
production units per side. As illustrated later, Nsl2

mm is proportional 
to the mass velocity g and depends only weakly on the Reynolds 
number in the heat exchanger passages AfRe. 

Heat transfer and pressure drop data are available in the form of 
plots of / and (iVstWprZ/3) versus NRS. Result (26) can be written in 
a form which brings out the NRB and g dependence of Nsl 2

mln, 

^^(^rBN^^f (27) 

As one would expect from the analogy between momentum transfer 
and heat transfer, the group [//(ArstAfpr

2/3)]1/2 is relatively insensitive 
to changes in NRe. The weak dependence of Nsu2

mm on NR,, is illus­
trated in Fig. 4 for four bare surfaces commonly encountered in 
shell-and-tube counterflow heat exchangers. The dotted lines cor­
respond to three different arrangements of flow normal to a staggered 
tube bank while the solid line corresponds to flow inside circular tubes. 
The surface description and the origin of the data are shown in Fig. 
4. The minimum number of entropy production units for one side is 
proportional to the gas mass velocity for that side provided L/rh is 
the optimum given by equation (25). 

Design Constraints 
The three dimensionless unknowns for one side of the heat ex­

changer, (L/rh), §, and NRB, define a three-dimensional space of 
possible design conditions. If the degree of thermodynamic irrevers­
ibility of each side Nst 2 is specified a priori, then, via equation (20), 
the number of degrees of freedom for each side is reduced to two. If 
Nsl]2 is not specified but, for a given g and A'Re, the ratio L/rh is picked 
such that Nsh2 is a minimum, the number of degrees of freedom per 
side is again reduced to two. 

In practice, the number of independent design parameters may be 
less than two per side due to additional design constraints. It would 
be unrealistic to attempt a review of all the design constraints which 
may be present. Instead we will list two frequent examples. 

1 Hea t Transfer Area. This constraint is based on economic 
considerations since a larger heat transfer area means increased 
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Fig. 4 Ws,2
mln versus JVR, for four common heat exchanger surfaces [1]: (1) 

surface ST - 1, flow Inside circular tubes; (2) surface S1.50 - 1.25, flow 
normal to staggered tube bank; (3) surface S1.25 — 1.25, flow normal to 
staggered tube bank; (4) surface S1.50 — 1.50, flow normal to staggered 
tube bank 
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m. 
Fig. 5 Dependence of heat transfer area on L/rh, for a given WRo and fixed 
Ws per side 

production costs, weight, shipping difficulties, etc. In an actual design 
it may be required to minimize the size of the heat transfer surface 
or to hold it constant at a level specified in advance. The area con­
straint has a double impact: once the size of the heat transfer area is 
selected for one side, the area for the other side is roughly the same. 
In the shell-and-tube example used so far, the ratio A2/Ai is equal to 
the tube diameters ratio, Do/A; assuming that side 2 is the shell side. 
For many tube sizes the ratio D0/Di is approximately constant 
(slightly larger than unity). Once a value of A is selected, it serves as 
constraint for both sides of the heat exchanger. 

In terms of the design terminology used in this paper, the heat 
transfer area A is 

A = (L/rh)Ac 

A&pPp'Vm = (L/rh)/g 

(28) 

(29) 

2 Heat Exchanger Volume. The total volume occupied by the 
heat exchanger is an important constraint in space-limited applica­
tions. The volume of one side of the heat exchanger is given by 

In terms of the three dimensionless design parameters g, (L/rh), and 
Affte, the volume constraint can be written as 

Vol (8pP)/(vuh) = NRe(L/rh)/g (31) 

D e s i g n for M i n i m u m A r e a and F i x e d Ns 

In this section we will apply the Ns method to a concrete design 
case. Suppose we want to design a shell-and-tube regenerative heat 
exchanger for minimum heat transfer area and subject to a fixed 
number of entropy generation units for each side. The mathematical 
tools required by this design example are equations (20) and (29). 

Consider only side 1 of the heat exchanger surface. Due to con­
straints (20) and (29), only one of the three unknowns g, L/rh, and Nj^ 
can be specified independently. The area A is not a function of NRe, 
equation (29). At the same time, as shown by equation (20) and Fig. 
3, Nsifi depends only weakly on Nne. Therefore, it is convenient to 
treat Nne as the independent parameter since its specific value will 
have little impact on Ns and A, As shown in the numerical example 
which concludes this discussion, the selection of a particular A/R8 is 
tied to other design considerations such as the availability and cost 
of a certain size of heat exchanger tubing. 

Combining equations (20) and (29) to eliminate g, the area A be­
comes a function of L/rh, 

(2pP) 1/2 (LlrhnbBf)m 

(32) 
m [NSl(L/rh) - ar/Nst]1'2 

where all quantities refer to side 1 of the surface. The area A reaches 
its minimum when the ratio L/rh assumes the value 

& -
(33) 

3 NstNsi 

The minimum area corresponding to equation (33) is 

The mass velocity corresponding to equation (33) and constant iVs, 
is 

1/2 (34) 

31/2 Nst \1/2 

g 4 S l KarbBf) 
(35) 

As shown in Fig. 5, the selection of L/rh is quite critical. For ratios 
L/rh much larger than the optimum (L/rh)*, the fixed Nsi is due 
primarily to frictional AP losses while the required area is much larger 
than the minimum given by equation (34). If (L/rh) < (L/rh)* the heat 
transfer surface increases sharply due to the necessary decrease in 
mass velocity dictated by the constant 7Vsx condition. 

As expected, the crucial design input in calculating (L/rh)* and g* 
is the number of entropy production units allowed for each side. The 
mass velocity number g* is almost independent of Nue (see Fig. 4). 
The ratio (L/rh)* and A* are both weak functions of 7VR6, especially 
in the range NRe > 3000. In general, A* and (L/rh)* will slowly de­
crease as WR6 decreases. However, since the mass velocity is practically 
constant, iVRe is reduced only by minimizing the hydraulic radius, a 
process which soon runs into construction limitations. 

The selection of L/rh and g for the other side of the surface is done 
using equations (33) and (35) with quantities referring to side 2. This 
time the design faces the additional constraint imposed by A\*, cal­
culated previously. As mentioned in the preceding section, in shell-
and-tube applications the ratio Ai/A\ has a value close to unity. Thus, 
the Reynolds number Nne2 becomes a dependent parameter which, 
using equation (35), has to be adjusted such that the resulting A2* 
properly matches A1 *. 

The design procedure outlined in this section constitutes one ex­
ample of how the Ns method can be applied. One can develop similar 
sizing procedures for counterflow heat exchangers facing other con­
straints, such as the volume constraint, of equation (31). The following 
numerical example illustrates the use of the simple relations devel­
oped in this section. 
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Numerical Example: Regenerator for a Brayton Cycle 
Consider the regenerative heat exchanger for a Brayton cycle heat 

engine operating between a maximum temperature Tm a x = 1100 K 
and a minimum temperature Tmj„ = 300 K = T0. The cycle is sketched 
on the temperature-entropy diagram of Fig. 6. The isoentropic effi­
ciency of both expander and compressor is 80 percent. The working 
fluid is helium. The helium pressure (absolute) at the compressor 
outlet is PH = 70 atm (7.09 10e N/m2) while the pressure at the ex­
pander outlet is PL = 35 atm (3.55 106 N/m2). Since the Ns method 
yields a design on a per unit mass flow basis, the helium mass flow rate 
rh need not be specified at this point. 

The object of this exercise is to design a shell-and-tube regenerative 
heat exchanger with minimum heat transfer area and fixed irrevers­
ibility rate. It is proposed to design a unit in which the lost useful 
power [irreversibility rate /, equation (1)] equals 20 percent of the net 
power output of a cycle employing a reversible regenerator (VVnet). 
In other words, the net power output of a heat engine equipped with 
the designed unit is allowed to drop to 80 percent of the maximum 
power output possible when the regenerator is theoretically loss-free 
(reversible). 

Further, it is assumed that the high-pressure stream is placed on 
the tube side (surface 1, Fig. 4) while on the shell side the flow is 
normal to a staggered tube bank (surface 2, Fig. 4). In the following 
calculations subscripts 1 and 2 are used for the high-pressure side and 
low-pressure side, respectively. 

We begin with estimating the constants entering the design rela­
tions. The extreme temperatures seen by the regenerator are T\ = 419 
K and T2 = 888 K, hence, r = 0.59. The capacity rates are balanced; 
therefore, a i = a2 = b\ = b2 = 1. For helium, B = 0.4andiVp r = 0.67. 
The helium properties are estimated at an average temperature of 650 
K: pi = (5.2)10-3 g/cm3, p2 = (2.6) 10"3 g/cm3, MI = M2 = (3.4) 10"4 

g/(cm s). 

The design is executed in three steps: 
I The number of entropy generation units Ns is determined from 

equations (7) and (2), 

riiCpTo Wnet 

The ratio Wnei/(incpTo) = 0.31 is the net power output per unit mass 
flow rate, assuming the regenerator is reversible. The second ratio is 
given, i/Wnet = 0.20. Distributing the number of entropy generation 
units equally among the two sides of the heat exchanger surface, we 
obtain 

NSl = N S 2 = - Ns = 0.031 (37) 

It will be shown that the choice A ^ = Ns2 leads to practically similar 

/ " • 

ENTROPY 

Fig. 6 Regenerative heat exchanger for a Brayton cycle heat engine 
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channel geometries rh, L, for both sides of the heat transfer sur­
face. 

II The nondimensional parameters g, L/ri,, and NR,, are subject 
to the selection of NR,, for one of the two surfaces. For example, let 
us start with 

NRei = (2)104 (38) 

Consulting the heat exchanger surface data of reference [1] and using 
equations (35) and (33) we get 

gi* = (0.65)NSl = 0.0202 (39) 

(L/o1)i* = 240/JVSl = 7730 (40) 

iVRe2 is determined from the area matching condition Az/A\ = DQ/D;. 
Writing equation (34) for both surfaces and dividing side by side leads 
to 

rUVs t iVpr 2 / 3 ) 3 / 2 l A i / p i P 1 y / » r ( A W V p r ! i / 3 ) 3 / ! ! 1 , . - . 

I—Tn—J2 = ̂ f e ) L—Tn—I (41) 

which, for A2/A1 = 1.2, determines 

iVRe2 = (1.42)10" (42) 

Again, using equations (35) and (33) we obtain 

g2* = (0.38)iVS2 = 0.0118 (43) 

(L/rh)2* = 84A/NS2 = 2722 (44) 

III The physical dimensions rh, L, and Ac follow immediately 
from the nondimensional parameters: 

''/!, = iVRei^i/(4Gi) = 1 mm, i.e., D{ = 4 mm (45) 

L1 = r / l l(L/r / l)1* = 7,73 m (46) 

AC1 = m/Gi = (0.058 m)s cm2/g (47) 

Similarly, /v,2 = 2.5 mm, L2 = 6.8 m, and AC2 = (0.2 rh) s cm2/g. Thus, 
the flow cross section is proportional to the mass flow rate while the 
flow channel geometry rh, L, is independent of rh. Consequently, large 
mass flow rates require an increased number of identical channels 
placed in parallel. 

Among the outputs of this design we can calculate the heat ex­
changer effectiveness e and the AP on each side. Using equations (13), 
(16), and (20) we find that e = 0.927 and (AP/Ph = (AP/P)2 = 0.0194. 
These values are well within the limitations imposed by the nearly 
ideal heat exchanger approximation (8a) and (8b) and (10a) and 
(106). 

If the calculated D,- is too small, then the last two steps II and III 
will have to be repeated using a larger Nnev If due to assembly con­
straints L2 must be considerably shorter than L\, the overall Ns will 
have to be distributed unequally between the two sides such that Nsx 
<NS,. 

Concluding Remarks 
The number of entropy generation units Ns method provides a 

simple and direct means of relating the heat exchanger design possi­
bilities to the thermodynamic efficiency of the designed unit. Unlike 
traditional design techniques, the irreversibility method presented 
here is based on trading heat exchanger size and production costs 
directly for savings in otherwise lost useful power due to the heat 
exchanger irreversibilities (finite stream-to-stream temperature 
difference and frictional pressure drops). This method is in tune with 
the contemporary emphasis on approaching the engineering design 
issue from an energy-saving point of view, based on the limitations 
imposed by the second law of thermodynamics [11]. 

As a brief summary to the Ns method for counterflow heat ex­
changers, the following observations should be stressed. The number 
of entropy generation units for one side of the heat transfer surface 
Nsh2 is a strong function of the flow channel aspect ratio L/ru and 
mass velocity g. Nsh2 is relatively insensitive to changes in Nne. For 
a given g and NR,,, there exists an optimum ratio L/r/, for which Nsh2 
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is a minimum. At the optimum, the entropy production of one side 
is proportional to the mass velocity and relatively insensitive to the 
Reynolds number. 

The number of entropy generation units criterion can be used in 
conjunction with other design constraints. As an example, we pre­
sented the design of shell-and-tube regenerators which minimizes the 
heat transfer area subject to a fixed Ns- This example pointed out 
explicitly a well known characteristic of heat exchangers, namely, 
highly efficient units require large heat transfer areas. In fact, from 
equation (34), the heat transfer area scales up with the square of 1/ 
Nsli2- In an entirely similar manner we could have presented a design 
which minimizes the heat exchanger volume while keeping Ns con­
stant. Although not shown here, the volume per side of a unit designed 
this way scales up with the cube of l/JVs12. Thus, we may regard 1/ 
Nsh2 as a characteristic dimension ( describing the size of each side 
of the heat exchanger, i.e., 

heat transfer area ~ £2, 

volume ~ £s. 
In conclusion, a large heat exchanger (large £) is what renders a 
thermodynamically effective unit (small Ns)-
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The Effect of Heat Transfer 
Coefficient, Local Wet Bulb 
Temperature and Droplet Size 
Distribution Function on the Thermal 
Performance of Sprays 
Energy balance considerations indicate that the droplet heat transfer coefficient, local 
wet bulb temperature, and droplet size distribution function are the basic parameters af­
fecting spray system thermal performance. Within the range of auailable experimental 
data, results indicate that the Ranz-Marshall correlation gives an agreement to within 
±5.0 percent of measured droplet temperatures at the pond surface for a medium wind 
range of between 2.5 and 5 m/s. The local wet bulb temperature is taken as the arithmetic 
mean of the initial and final wet bulb temperatures. For wind speeds greater than 3.5 m/s, 
the local wet bulb can be taken as the ambient. The modified log normal distribution of 
Mugele and Evans provides the best description of the droplet size distribution. Further, 
through the introduction of a correction term, the Spray Energy Release (SER) can be 
deduced from single droplet information. 

Introduction 

Recently, increased effort has been directed toward improving the 
thermal performance predictions of direct contact open atmosphere 
spray cooling systems. Justification is particularly due to the fact that 
these systems offer a flexible and economic means for providing 
various aspects of power plant cooling. A number of thermal perfor­
mance models, recently reviewed in part by Ryan and Myers [l],1 

ranging from being purely empirical to semiempirical in nature, have 
been developed. Further, these models can be classified according to 
the approach used in their derivation; namely, beginning with either 
a single drop, a single spray unit, or the spray system. 

The spray system model is an example of an empirical approach 
in which the test result of one system is assumed to be valid for the 
design of another system. A representative model is that due to Ber-
man [2]. 

On the other hand, the single unit model is an example of the 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 3,1977. 

semiempirical approach. Here the single spray unit is experimentally 
evaluated, and through the knowledge of the unit performance, the 
whole system performance is estimated. Examples of this technique 
are the NTU models of Hoffman [3], Porter and Chen [4], and the 
SER model of Chen and Trezek [5]. 

The single drop, transferring heat and mass along its trajectory, has 
been used by Elgahwary [6] and Chen [7] as a basis for modeling spray 
system performance. Here an experimentally determined entrainment 
factor is introduced as a means of accounting for the local air humidity 
variation. Soo [8, 9] studied the performance parameters of the open 
atmosphere spray system through the consideration of a single drop 
of suitable mean size. His investigation was aimed at evaluating and 
improving the spray system rather than at the accuracy of predicting 
the system performance. 

Three basic parameters, the droplet heat transfer coefficient (hc)), 
the local wet bulb temperature (Twb), and the size distribution 
(/N(-D)) of the spray droplets, have been identified as being critical 
in the evaluation of spray system performance. This work considers 
some of the common relations userJ to model the foregoing three pa­
rameters. The motivation is to ascertain how these various individual 
parameter models affect spray system performance so that further 
insight into increasing the accuracy of predictive techniques can be 
achieved. 
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Basic Parameters 
Neglecting any effects of the initial water sheet leaving the nozzle, 

the thermal performance of a spray can be ascertained by evaluating 
the energy transfer from the droplets. The formulation of the energy 
balance provides a means of identifying the essential parameters 
controlling the energy transfer process as well as delineating their 
interrelationship. Thus, utilizing the assumption of a completely 
mixed spherical drop, the usual form of the energy balance can be 
written; namely, 

cwDdT 

6 dt 
= hc(T- Td) + Kmhfg / ^ ° - J ^ ) + (T4 _ T r4 

\ 1 - X o / 
) (1) 

The condition of equilibrium results from the fact that as dT/dt —• 
0, T ->- Te, and x0 ~- xe or in terms of equation (1) 

M T , - Td) + Kmhfg ( f 7 J l £ = ) + c«r(T«« - Tr*) = 0 (2) 
V 1 - xe I 

Equation (1) can be rearranged into the following form: 

PW
Cj~~ = hAT-Te)+Kmhfs?^+ea(T4-Te*) 

6 dt 1 — XQ 

+ hc(Te - Td) + Kmhfs • + ia(Te* - Tr<») (3) 
1 - X o 

Thus, from equations (2) and (3) it follows that the energy balance 
can be considered more conveniently in terms of the equilibrium 
temperature, i.e., 

^ ^ D d T M r _ T e ) + Knfi^ZJb.+ la(T*.Tt*) (4) 
6 • dt 1 — xo 

Linearizing the radiation term and assuming the air vapor as an ideal 
gas yields: 

cwDdT 
Pw ——— = (h, 

6 dt 
+ hr){T-Tt)+Kmh,g(

Es—Ei) 
\ p - P o ' 

(5) 

The quantity p 0 in the denominator of the last term of equation (5) 
can be neglected as small compared to p. Introducing the Clausius-
Clapeyron relation allows equation (5) to be cast into the following 
form: 

d£ 
dt 

- ~ \ i + 7^rr-AThfe}(hc + hr)e 
PWCUJD I hc + hr p J 

(6) 

where 

*-Mf(s-?H/<*-* .) 
and 6 = (T - Te). The initial condition at t = 0 is given by 6 = (Tc0 

-Te). 
Further, the average temperature of the entire spray at the end of 

the trajectory is given by 

-J> -* Sp (D)fN(D)dD/Dv* (7) 

%b^'-m(v) ("?)]' (8) 

Consequently, it can be seen from equations (6) and (7) that the ac­
curacy of prediction will be influenced by the quantities Km; hc + hr, 
Te, and fN(D). 

Although the radiation effect can be on the order of ±9 percent for 
extreme conditions [10], it will not be considered in the present dis­
cussion of the basic parameter behavior. Thus, assuming hr « hc, it 
follows that Te - • Tmb, pe -*• Pwb and csKm/(hc + hr) -» (Le)~

2/3. 
Equation (6) then takes the form 

dt] 6hctf 

dt* pwcwD L \ p 

where T\ = (T - Twb)/(Tc0 - Twb), t* = t/tf, and the initial condition 
at t* = 0 becomes T\ ~ 1. In this form the basic parameters of hc, TWb, 
and /AT(D) are readily distinguishable. 

Heat Transfer Coefficient 

The Ranz and Marshall [11] correlation 

Nu = 2.0 + 0.6 Re^Pr1 '3 (9) 

has been used in the prediction of open atmosphere spray cooling 
systems [6,7]. This correlation is established for a stationary drop with 
a Reynolds number up to 200 and can be used up to a Reynolds 
number of 1000 according to the authors. Yao and Schrock [12] ex­
perimentally investigated the heat and mass transfer of freely falling 

.Nomenclature. 

cs = air vapor heat capacity or humid heat 
cw = specific heat of liquid water 
Co = droplet drag coefficient 
D = drop diameter 
De = mean length diameter 
Dm = maximum diameter 
Ds = mean surface diameter 
Du = mean volume diameter 
Dus = Sauter mean diameter 
fu = mass distribution function 
//v = number distribution function 
g = heat transfer correlation correction factor 

of Yao and Schrock 
g - body force per unit mass 
h_c = heat transfer coefficient 
hc = statistical time average heat transfer 

coefficient 
hfg = latent heat of vaporization 
hr = radiation heat transfer coefficient (hr = 

f<7(T4 - Te4)/(T - Te)) 
Km = mass transfer coefficient 
L = mass spray rate 
Le = Lewis number 
N = total number of drops 
NTU = Number of Transfer Units 
Nu = Nusselt number 

p = total pressure 
p e = vapor pressure at equilibrium temper­

ature 
Po = vapor pressure at saturated tempera­

ture 
Pwb = vapor pressure at wet bulb tempera­

ture 
P = nozzle pressure 
Pr = Prandtl number 
R = gas constant 
Re = Reynolds number 
SER = Spray Energy Release 
t = time 
t = average residence time of spray 
t* = nondimensional time 
tf = residence time of a drop 
T = droplet temperature 
Tco = spray temperature at nozzle 
Td = dry bulb temperature 
Te = equilibrium temperature 
Tr = a reference temperature 
Tsp = spray temperature at the end of the 

trajectory (experimental) 

<-sp spray temperature at the end of the 8 

trajectory (predicted) 
Twb = local wet bulb temperature 
Twbf = final wet bulb temperature 
Twb™ = ambient wet bulb temperature 
Uoo = ambient wind speed 
U = air vapor velocity 
Up = particle or drop velocity 
x = falling distance of drop; wet bulb tem­

perature weighting factor 
xe = mole fraction at equilibrium tempera­

ture 
xo = mole fraction at saturation tempera­

ture 
x „ = mole fraction at ambient condition 
y = as defined 
ASER = slope of the SER versus wind speed 

curve 

Subscripts 
b = a spray distribution parameter 
c = emissivity 
v = kinematic viscosity 
p = air vapor density 
pw = water density 
a = Stephan-Boltzmann constant 

spray exit angle 
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water drops with a size range from 3 to 6 mm in diameter. They found 
that the Ranz and Marshall correlation had to be modified for the 
falling height and drop size according to 

(Nu - Nufl&M)/0.6 PrWRe1'2 = (g - 1) (10) 

where g = 25.0 (D/x)01, and x is the distance the drop falls which is 
taken to be greater than zero. Soo [2] used the solid sphere correla­
tion 

Table 1 Comparison of mean diameters 

Nu = 0.37 Re0-6 
(ID 

in his investigation. 
Unfortunately, none of the foregoing correlations are consistent 

with the droplet cooling phenomenon in a spray. The dynamical ef­
fects experienced by the droplet in its trajectory such as acceleration 
and deceleration, vibration, rotation and internal circulation which 
influence the heat and mass transfer process are not completely 
considered. Further, it is likely that the heat transfer coefficient will 
both decrease and increase as a droplet decelerates and accelerates 
during the course of its trajectory. Therefore, the adoption of any of 
the correlations is a matter of convenience and the subsequent model 
must be subjected to experimental verification. 

Local Wet Bulb Temperature 
The air humidity within the spray field is a function of the ambient 

wind conditions and location in the spray. Thus, the temperature 
driving potential (T - Twt,) for each drop is different and varies with 
time and location. Soo [2] gives two limiting conditions for deter­
mining the local air vapor humidity for an assumed homogeneous air 
vapor flow under the spray. At zero or low wind conditions, the local 
humidity can be obtained through a solution of the diffusion equation 
neglecting convective effects. For high ambient wind having a mass 
flow value equal or greater than the evaporation rate (critical wind 
condition), all the vapor produced will be removed so that the local 
air vapor humidity can be taken as the ambient value. Below the 
critical wind condition the local air vapor humidity is not readily 
defined and a suitable average value has to be used. 

Spray Distribution Function 
Since sprays generated by typical nozzles used in cooling systems 

are not mono-dispersed, thermal performance calculations require 
a description of the spray distribution function. Basically, this is due 
to the fact that the spray average temperature is the statistical average 
temperature of all the drops, and the loss in momentum of the am­
bient wind going through the spray is due to the total drag forces of 
all the drops suspended in air. Mugele and Evans [13], in their dis­
cussion of the validity of various distribution functions, point out that 
the established functions are not representative of all the general 
situations. In other words, a particular situation has to be matched 
with a particular function(s). 

It is also important that the selected distribution function, even 
though it may fit the size distribution data, yield the correct values 
of subsequently computed parameters such as mean diameters, etc. 
An example is seen in the comparison of two distribution functions 
with cumulative distribution data for a typical nozzle. Data from a 
Spraco 1751 nozzle was selected [14]. Fig. 1 illustrates the comparison 
of the cumulative distributions generated by a modified Rosin-
Rammler function of the form 

Rv = Ai exp(-A2D-'43) (12) 

where Ax = 275.75, A2 = 446.5, and A3 = 0.7116 and a modified log 
normal distribution or "upper limit" equation (13) given by 

dRu b 

dD Vir dD 
(13) 

wherey = In [aD/(Dm - D)\, S = 1.1247, o = 1.6312, and Dm = 6578M-
Even though both relations provide a good fit to the data, only the 
upper limit relation as seen in Table 1 gives a reasonably good com­
parison of the various computed mean diameters. 

Mean dia (M) 
Do 
Ds 

Dus 

De 

Modified Rosin 
Rammler 

252.6 
1022.8 

15.4 
753.7 

Upper limit law Test data 
1131.4 1127.6 
867.4 955.8 

1924.7 1573.0 
625.0 793.4 

The fact that the Rosin-Rammler relation is valid for the range 0 
< D < 6000/i while the integration limit for computing the mean di­
ameters if 0 < D < <o would tend to yield a smaller volume mean di­
ameter and a larger surface mean diameter. 

Prediction Results 
The quantitative evaluation of the effect of the heat transfer cor­

relations and local wet bulb temperature variation on the spray per­
formance will be considered. Predictions will be compared with the 
Rancho-Seco spray pond thermal performance test data [15]. The 
procedure for calculating the appropriate droplet temperature is given 
previously and the number and mass distributions are related by the 
following: 

NfNdD 
LtfMdD 

P^D* 
6 

(14) 

Different heat transfer coefficients along the drop trajectories can 
readily be obtained from equations (9)-(ll) in conjunction with the 
solution of the following drop momentum equation: 

1H(5(i?)|0-0-l(0-(W'-£) (15) 

The particle drag coefficient Co, a function of particle Reynolds 
number defined as Re = \U — Up\Dh, has the following correlation 
for water drops [16]: 

CD = ^ + 
Re 1 + VRe 

: + 0.27 1< Re < 1000 (16) 

and 

CD = 0.6649 - 0.2712 X 10~3Re + 1.220 X 10-?Re2 

- 10.919 X 10~12Re3 1000 < Re < 3600 (17) 

Equation (15) is subject to the initial condition 

0P = V2P/Pu,(lcos0 + ; sinfl) (18) 

where the ambient air flow 0= —uai. Here, the ambient wind velocity 
is assumed to be always in the opposite direction to the horizontal 
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Fig. 1 Cumulative volume distribution curves 
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velocity component of the drop in order to obtain the value of the heat 
transfer coefficient. The trajectory is completely traversed by the drop 
when it hits the water surface, which in the present case, is 1.52 m 
below the spray nozzle. The Yao and Schrocks' correction factor g = 
(25.0(D/x)01) was modified by replacing x, which is the falling dis­
tance of the drop, with s, which is the distance of the trajectory from 
the spray nozzle. The heat transfer coefficients along the trajectory 
corresponding to three drop sizes, of 1, 3, and 6 mm, in diameter are 
shown in Fig. 2. All the heat transfer coefficients obtained from the 
different correlations have the same general trend of high initial 
values. This is especially true with the Yao and Schrock correlation 
where the correction factor is proportional to the 0.7th power of (s)_1 

so that for very small s(<D), hc is necessarily large. The value of hc 

computed from the solid sphere and the Ranz and Marshall correla­
tions have the same trend of varying with the drop relative velocity. 
The lowest value is seen at the highest point of the trajectory, which 
is qualitatively consistent with the physical situation. The Yao and 
Schrock correlation gives a continuously decreasing value as is ex­
pected from the inverse variation of hc with the trajectory distance. 
Of the three correlations, the highest and lowest values are given by 
solid sphere and the Yao and Schrock correlations respectively except 
in the case of the latter for a short distance (or time) after the drop 
leaves the nozzle. It is also anticipated that the smaller the drop the 
larger the heat transfer coefficient. The results shown in Fig. 2 suggest 
that either the solid sphere or the Ranz and Marshall correlation gives 
a proper trend for the cooling of a drop along the trajectory, while the 
Yao and Schrock correlation, modified as above, does not. 

The quantitative evaluation of the applicability of the different 
correlations is carried out in two steps: assuming the correlations are 
valid, the spray temperature at the end of the trajectory is computed 
using equations (7), (8), (13), and (14) with the local wet bulb tem­
perature equal to either: (a) the ambient value, or (b) the arithmetic 
mean value of the initial and the final wet bulb temperatures as de­
duced from the test data [16]. Thus, the final wet-bulb temperature 
or wet-bulb change across the spray was obtained from laboratory test 
results. The results are shown in Fig. 3 in terms of the error of pre­
diction (temperature deviation as a function of wind speed. Not shown 
in the figure is the modified Yao and Schrock correlation which con­
sistently gives a high positive error (under cooling). The solid sphere 
correlation does not give a good prediction except in the narrow region 
of 4.5-5.5 m/s wind speed, where the local wet bulb temperature is 
assumed to be equal to the ambient value. However, when the local 
wet bulb temperature is taken as in case (6) in the foregoing, the range 
is improved and the error is under ±5.0 percent in the range 4.0 to 5.5 
m/s. The Ranz and Marshall correlation has a wider range of appli­
cability. For the assumed local wet bulb temperature equal to the 
ambient, the prediction error is within ±5.0 percent for wind speeds 
of 3.5 m/s and upward. Below that, this correlation predicts excessive 

cooling. When the local wet bulb temperature is taken as the arith--
matic mean, the prediction is within ±5.0 percent in the range of 2.5? 
to 5 m/s. Below the lower wind speed limit, the deviation is high, al­
though it is better than the case assuming an ambient atmosphere as 
local. 

Because the single drop correlation has some deficiency in pre­
dicting thermal performance, the above results suggest a classification 
of the spray thermal performance in terms of three wind speed ranges 
in which the Ranz and Marshall correlation, together with a proper 
modification of the local wet-bulb temperature, may be used as a good 
predicting model for the spray system. Thus, a suggested method, 
based on the conditions observed within our system, for expressing 
the local wet bulb temperature can be given as 

Iwbf ' X\l wfy * u>b°>) (19), 

where 

x < 0.5, u, , < 2.5 m/s 

x = 0.5, 2.5 < u„ < 3.5 m/s : 

x = 1.0, it „ > 3.5 m/s 

Since the foregoing is not a generalized method, the appropriate choice 
of x for u „ < 2.5 m/s other than the conservative choice of x = 0 will 
depend on experimental or operating experience. Thus, at low to in­
termediate wind speeds the thermal performance is significantly af­
fected by the proper choice of the local wet bulb temperature. Again, 
the choice of the wind speed ranges were suggested by our results. 

Spray Energy Release (SER) 
The concept and details of dealing with the thermal performance ; 

of a spray system in terms of the net energy released (SER) have been 
previously given [5,16]. Of interest here is the possibility of obtaining : 
a spray unit SER through the consideration of the single drop. This 
in turn would reduce the amount of experimental work necessary in 
determining single spray unit thermal performance. 

The spray characteristic SER is given by 

SER = 6 -
hct 

CsPlUl-'U! 

where 

h,t 
Jo Jo 

D2hc(D,t)fN(D)dtdD/Ds 

(20) 

(21) 

The SER computed from the above relation is shown in Fig. 4 as a 
function of wind speed along with SER values obtained from exper­
imental data. Although the solid sphere correlation gives a closer 
prediction, the trend is not correct. The Ranz and Marshall correlation 
gives a curve parallel to that of the experiment; however, it deviates 
by a value of about 0.36. This suggests that when the single drop heat 
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Fig. 3 Predicted final spray temperature deviation for different heat transfer 
coefficients and local wet-bulb temperatures 
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Fig. 4 SER versus wind speed for Spraco nozzle no. 1751 at 0.48 bar 

transfer correlation of Ranz and Marshall is used, the SER relation 
may assume the following modified form: 

6hct 
S E R s - +6/cosfl 

CsPw^us 
(22) 

where in terms of the data under consideration, b = 0.36, and 6 = t a n - 1 

(ASER/Au„). Because of the lack of comprehensive spray system 
thermal performance data, additional experimentation, comparable 
to that of the Rancho-Seco tests, is needed in order to completely 
establish the validity of the foregoing approach. 

Conclusion 
In light of the fact that an experimental determination of the heat 

and mass transfer from a droplet along a trajectory comparable to that 
encountered in a spray unit does not exist, correlations obtained for 
other more easily measured conditions are adapted in the spray sys­
tem thermal models. The present investigation has shown that for the 
drop size range (^6 mm), the Ranz and Marshall heat-mass transfer 
correlation yields a valid prediction of thermal performance provided 
that the proper choice of the local wet-bulb temperature and spray 
distribution function are made. If it is possible to obtain the variation 
of local wet bulb temperature as a function of wind speed, the single 
drop approach of analyzing the spray system performance will be more 
assuring with these quantities properly chosen. 

The results also indicate that there is a wind speed range where Twb 
does not significantly influence the heat transfer coefficient (ft). In 
this range the prediction using the Ranz and Marshal correlation 

will be slightly high. Accordingly the SER predicted with the higher 
value of h given by the Ranz and Marshal correlation will be smaller. 
At lower winds Twb does have an influence on h. Even if Twt, was se­
lected correctly the use of the Ranz and Marshal relation in predicting 
h would result in a subsequently lower SER so that SER values pre­
dicted by use of the Ranz-Marshal relation can always be expected 
to be below the experimental data. 

The single unit approach of analyzing the spray system is more 
accurate and practical at this stage of development. The economy and 
relatively simple approach coupled with the possible reduction in 
experimental work for spray unit thermal testing through the single 
drop analysis, makes the single unit method more attractive. Finally, 
the system approach of a purely empirical method, though not ad­
visable for extrapolation for larger system design, can be used as a 
helpful guide in spray system development. 
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Experimental and Predicted 
Recovery Temperature Distributions 
in a Rocket Nozzle With Gaseous 
Film Cooling 
The adiabatic wall temperature distribution in nozzles with gas injection through a pe­
ripheral slot at the entrance was investigated. Experimental wall temperature distribu­
tions were measured in a series of hot gas (hydrogen-air combustion as the primary 
source) tests with three geometrically different channels—a constant area duct, a gradu­
ally converging nozzle, and a rapidly converging nozzle. Cooling effectiveness was found 
to be significantly higher for the rapidly converging geometry. Prediction of recovery tem­
perature distributions under the test conditions with available boundary layer computer 
programs was then investigated. Predicted results were consistently higher than mea­
sured. Significantly improved agreement between predicted and measured results was 
achieved by introducing effective initial temperature profiles in the injectant to account 
for gross mixing between the injectant gas (nitrogen) and free stream gas at the injection 
station. 

I n t r o d u c t i o n 

Initial studies of gaseous film cooling dealt primarily with flows 
over flat plates [1-6]x and, for the most part, experiments were con­
ducted using small temperature differences between the free stream' 
and injected gases. More recently, investigators have examined the 
effect of flow acceleration e.g., [7-10]. These were primarily laboratory 
studies in which the injectant fluid flowed along a flat surface. The 
role of streamline curvature with no pressure gradient was investi­
gated by Mayle, et al. [11]. Some experimental measurements have 
been made in rocket motors [12-14]. However, there are still only 
limited data for flows of practical interest where there is simultaneous 
free stream acceleration and wall radius change. 

Therefore, this study was undertaken to investigate the combined 
effect of flow acceleration and streamline curvature. Tests were 
conducted with two converging-diverging nozzles. The first had a 
gradual contraction and a throat approach radius of 10.16 cm (4 in.). 
The second converged rapidly, having a throat approach radius of 2.54 
cm (1.0 in.). Recovery temperature distributions were measured in 
these two nozzles, with peripheral injection of nitrogen just prior to 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 18,1976. 

the beginning of convergence, and along a constant area duct. The 
main stream consisted of the combustion products of hydrogen and 
air. The experimental program is described in the following sections. 
The results are then compared with predictions from two finite dif­
ference boundary layer computer programs. 

E x p e r i m e n t a l A p p a r a t u s 
The assembled components of the test apparatus are depicted in 

Fig. 1. This consisted of a concentric-tube hydrogen injector, an un-
cooled combustion tube, a radial flow mixer, an uncooled extension 
tube, an annular coolant flow injector, and an instrumented nozzle. 
The assembly was designed to operate at a nominal stagnation pres­
sure of 1.379 X 106 Pa (200 psia) with air and hydrogen mass flow rates 
of 0.91 and 0.0045 kg/s, respectively. The hydrogen-air mixture ratio 
was selected to provide a temperature of 540° C for the combustor gas 
which entered the nozzle at a velocity of 19 m/s. Operating conditions 
correspond to a nominal thrust of 890 N (200 lb/) and throat Reynolds 
number of 1.5 X 106 (based on the throat diameter of 2.54 cm as the 
characteristic dimension). A hot-wire probe was used to measure free 
stream turbulence downstream of the flow mixer, with ambient 
temperature air flowing in the system. Since it is believed that the flow 
mixer is the major source of turbulence, the measured value of 10 
percent is considered representative of the intensity present during 
the high temperature tests. 

The nitrogen film coolant, at a temperature of 25°C, was injected 
upstream of the nozzle convergent section. Details of the nitrogen 
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Fig. 1 Test assembly 
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Fig. 2 Injection section details 

injection system are shown in Fig. 2. The measured slot height for each 
nozzle flange combination is shown in Table 1. Since "clean" slot 
geometries were desired, the slot lips were made as sharp as possible 
so that the step-heights between the injected fluid and the main­
stream were negligible. Special effort was also made to align the final 
injectant flow passage with the mainstream to reduce initial mixing. 
Results indicated that certain injectors were more satisfactory in this 
respect than others. 

The test nozzles were spun from 0.124-cm thick, type 304 stainless 
steel sheets. The internal contours are shown in Figs. 3(a) and 3(6). 
Thermal instrumentation consisted of twelve 30-gage Chromel-
Alumel thermocouples spot-welded on the outside surface of each 
nozzle. The ratios of injected mass flux to free-stream mass flux and 
the ratios of injectant velocity to free-stream velocity are shown in 
Table 2 for selected configurations. Additional details of the test 
apparatus and conditions are given in references [15,16]. 

Experimental Results and Discussion 
The change in adiabatic wall temperature accomplished by injecting 

a film of fluid along the nozzle wall is described in terms of an effec­
tiveness defined by the following relationship: 

Nozzle" 

N l 

N l 

N l 

N 3 

N 3 

Table 1 Injector slot heights 

Injector Flange 

II 

12 

13 

II 

12 

13 

II 

12 
I 
3 

Slot Height (cm.) 

0.064 

0.089 

0.140 

0.076 

0.102 

0.152 

0.064 

0.089 

0.140 

Nozzle numbers were assigned according to the approximate 
throat approach radius of curvature measured in inches. An 
extensive description of the experimental apparatus, as well 
as a tabulation of the operating conditions and measurements 
made, is given in Reference 15. 

equation (1) involves the recovery temperature distribution Taw 

without film cooling. This was based on a recovery factor computed 
from the following relationship: 

RF = (Prandtl number) 1/3 (2) 

T — T 
J aw L aw 
T — T 
J aw J r 

(1) 

A value of 0.65 was used for the Prandtl number. The local free stream 
static temperature was based on isentropic flow of the combustion 
products with a constant ratio of specific heats (7 = 1.35 was used in 
all cases). Values for the adiabatic wall temperature, Taw', were de­
termined from wall temperature measurements by correcting for 
conduction effects as described in the Appendix. 

Effectiveness values were plotted versus dimensionless length so 
that they could be compared with flat-plate data which are usually 
presented in this manner. The dimensionless length (x/ms) was 
computed using the measured mass flows, slot height, and distance 
along the surface from the point of injection. The mass flux ratio, m, 
given in the dimensionless length is based on conditions at the point 
of injection and, therefore, is constant for any one test. 

Representative results are shown in Figs. 4-7. A reference curve 
labelled "zero-pressure gradient correlation" was also drawn on each 
plot to facilitate comparison between configurations. The data in Fig. 

•Nomenclature* 

E = exponent defining stagnation tempera­
ture profile 

m = mass flux ratio of injectant to main­
stream fluid 

rh = mass flow rate 

s = gas injection slot height 

Taw' = adiabatic wall temperature with film 
cooling 

T0,« * free stream stagnation temperature 

x = distance along wall 

adiabatic wall temperature without 3" = normal distance from wall 

T[. = coolant injection temperature 

T0 = local stagnation temperature 

film cooling 7) = cooling effectiveness 
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Fig. 3 Nozzle configurations 

Table 2 Test parameters 
Ratio of Average 

Ratio of Average Injectant Mass Flux 
Ratio of Injected Injectant Velocity to Free Stream Mass 

Mass to Free Stream to Free Stream Flux Evaluated at 
Test 

335 

336 

337 

338 

Mass (Percent) 

10.84 

7.85 

5.53 

2.59 

Velocity 

1.051 

0.784 

0.572 

0.292 

I n j ection Location 

2.913 

2.109 

1.486 

0.696 
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Fig. 4 Film cooling effectiveness for configuration W4/2 

4 (constant area duct) show the normally expected trends for flow 
without a pressure gradient. Although the results shown in Figs. 5-7 
for the converging channels drop below the flat plate curve, it must 
be recognized that a constant value of m is not valid in these cases 
because the free-stream mass flux is not constant. The trend of rapidly 
decreasing effectiveness near the nozzle throat is apparent in Figs. 
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Fig. 6 Film cooling effectiveness for configuration W1/3 

5-7. 
The data presented in Figs. 5 and 6 illustrate the variation in ef­

fectiveness distributions associated with different injectors. Values 
obtained with Injector 3 (Fig. 6) are lower by as much as 10 percent 
than those obtained with Injector 2 in the region immediately 
downstream of injection. However, as the nozzle throat is ap­
proached,2 values for Injector 2 decrease more rapidly to about the 
same values as those for Injector 3 for comparable ratios of injectant 
to free-stream flow rates. A comparison of results obtained with In­
jectors 2 and 3 in Nozzle 3 shows almost identical trends [15]. In view 
of the comparatively large difference in temperature between the 
free-stream and nitrogen injectant and the small magnitude of the 
corrections to measure wall temperatures (see Appendix), the dif­
ferences between results with these two injectors are considered real 
and not attributable to experimental error. 

The effect of nozzle area contraction rate on effectiveness is dem­
onstrated in Fig. 8. For equal injection flow rates, the cooling effec­
tiveness values are significantly higher at all locations in Nozzle 1 than 
at the corresponding area ratio locations in the more gradual contour 
of Nozzle 3. At the throat of Nozzle 1, the effectiveness is twice that 
of Nozzle 3. This indicates that distance from the injection location 
has the major influence on the change of effectiveness rather than flow 
acceleration or wall radius, and shows that a rapid contraction would 
be preferable for rocket motor protection. 

The effect of injectant mass flow rate on effectiveness near the 
throat of Nozzle 1 is shown in Fig. 9. This plot indicates only a slight 
decay in the slope of the effectiveness curve at the higher mass flows. 

2 The nozzle throat is located between the second and third data points from 
the downstream end. 
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It may be concluded, therefore, that effectiveness values higher than 
those measured may be obtained at the expense of additional film 
coolant. 

As plotted in Figs. 5-7, the results show essentially the variation 
of effectiveness with dimensionless distance xls since m is constant. 
With Inlet 2, values of effectiveness immediately downstream of in­
jection fall on or are slightly above the zero-pressure gradient curve, 
while with Inlet 3, they tend to coincide. Before the throat is reached, 
however, they began to decrease markedly and fall below the zero-
pressure gradient curve. The latter behavior is consistent with the 
observations of previous investigators of the influence of strong fa­
vorable pressure gradients and streamline curvature [10,11]. However, 
the trends reported herein, immediately downstream of injection and 
in the converging section of the nozzles, differ from previous studies 
in that effectiveness values are as high or higher than for the zero-
pressure gradient curve. This may be partly due to the fact that the 
measurements were made along a curved wall rather than along a flat 
surface. It is also likely that a strong laminarizing effect resulted from 
the flow acceleration in the relatively rapidly converging nozzles. The 
extent of this effect probably depends on the magnitude of the initial 
turbulence level and, therefore, may be more significant with the 
relatively high levels in our experiments than for other investiga­
tions. 

Fini te D i f f e r e n c e B o u n d a r y Layer P r e d i c t i o n s 
The applicability of currently available finite difference boundary 

layer programs for predicting the experimental measurements was 
next investigated. The numerical solution methods selected were 
those presented by Beckwith and Bushnell [17] and by Patankar and 
Spalding [18]. Both computer programs solve the compressible 
nonsimilar-boundary-layer equations for continuity, mean momen­
tum, and mean total enthalpy for an ideal gas with constant or variable 
specific heat capacity. The turbulent-flux terms are modeled by 
means of eddy-diffusivity and mixing-length concepts. The magnitude 
and distribution of the mixing length across the boundary layer are 
determined from the computed characteristics of the boundary 
layer. 

Calculations were performed using the values recommended in 
references [17-19] for the turbulent Prandtl number, turbulent 
Schmidt number, and other program parameters. Illustrative results 
are shown as the curve labelled "nominal" in Fig. 10 for Nozzle 1 (Inlet 
2) with a ratio of injected to free stream velocity of 0.572 (rfi;/m/s = 
5.53 percent). This nozzle inlet combination was selected because it 
was considered to be a configuration for which mixing at the injection 
station was minimal and, therefore, would be most appropriate for 
comparison with the analysis which did not include mixing. The curve 
labelled "nominal" shows the results of calculating effectiveness 
values, assuming that the temperature in the boundary layer between 
the nozzle wall and the lip of the injector was equal to the injectant 
temperature. Between the injector lip and the edge of the boundary 
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layer, it was assumed that the temperature was equal to the free 
stream value. Also, the computer calculations were made using the 
velocity at the edge of the boundary layer based on one-dimensional, 
isentropic, duct flow. It was interesting to find that the results from 
both programs were essentially the same and yielded effectiveness 
values that were higher than measured over the entire length of the 
nozzle. 

The fact that the experimental values of effectiveness fall below 
the predicted curve in the constant area duct region suggests some 
mixing of the free and injectant streams (which is not included in ei­
ther program) and/or some preheating of the nitrogen in the injectant 
passage. As a means of accounting for this, the following relationship 
was investigated for representing the temperature profile just 
downstream of the injection location: 

Taw — Tp 

Taw ~ To.c 
1 - [1 - (y/sYY (3) 

Curves corresponding to different values of E are plotted in Fig. 11. 
Note that for E = 0, a constant temperature profile is obtained. This 

r 

-
-

-

-

1 1 — -" ' 1 1 1 1 

" - " - — » ^ _ ^ ^ ^-NOZZLE NO. 

- - INJECTION LOCATION ^ " " ^ - - v ^ ^ 

J^rr^..NOZZLE NO. 3-* ^ " v 

RATIO OF INJECTANT TO FREE STREAM MASS FLOW-3% 

INJECTOR CONFIGURATION 2 

L 1 1 1 | | 

^_. 

THROAT-^ 

1 

-
-

-

K. 
\ -\ 

12 10 2 I 2 

AREA RATIO 

Fig. 8 Effect of area contraction rate on effectiveness 

- i 1 -

SURFACE MACH NUMBER-0.83 

SURFACE MACH NUMBER'1.44 

_l_ 

Fig. 7 Film cooling effectiveness for configuration « 3 / 2 

0 0.02 0.04 0.06 0.08 0.10 

RATIO OF INJECTANT TO FREE STREAM MASS FLOW 

Fig. 9 Effect on injectant flow on effectiveness at the throat for Nozzle 1 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 389 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



NOZZLE CURVATURE 
CHANGE LOCATION 

60 70 80 90 (00 
DIMENSIONLESS LENGTH, x/ms 

Fig. 10 Comparison of predicted and measured effectiveness variations 

would represent the ideal situation at the injection location. 
In actual flows, the velocity distribution at the injection location 

will not be uniform and sudden mixing between the free-stream and 
injectant will occur because of the velocity discontinuity, free-stream 
turbulence (which was comparatively high in the present tests), and 
possible nonalignment of the two flows. The effect of this mixing (and 
possibly preheating of injectant) would be a temperature profile such 
as shown in Fig. If for values of E greater than zero. Assuming that 
the injectant temperature profile at the injector station could be 
represented by the relationship of equation (3), calculations were 
made for a range of values of the parameter E (again with both pro­
grams). 

Significantly improved agreement with the measured results was 
obtained with E = 0.25, as can be seen in Fig. 10. This tends to verify 
the applicability of the assumed initial temperature profile (equation 
(3)) for this nozzle and injector combination. However, it is noted that, 
in the region where the nozzle cross-sectional area is changing the most 
rapidly (values of x/ms between 22 and 40), measured values of ef­
fectiveness are as much as 12 percent higher than those predicted. A 
strong laminarization effect is suggested. Beyond this region, effec­
tiveness values drop sharply and fall below the predicted curve. 
Similar trends were observed for other test runs. 

The possibility of correcting the finite difference boundary layer 
calculations for flow acceleration and streamline curvature effects 
was also investigated. A procedure for modifying the eddy viscosity 
to account for flow acceleration has been proposed by Cebeci, et al. 
[20]. This method predicts a decrease in eddy viscosity and yields 
values of effectiveness higher than predicted by the unmodified 
boundary layer programs. Since the experimental results were below 
the unmodified boundary layer calculations, this procedure was not 
successful. 

According to Bradshaw [21], the effect of streamline curvature on 
the turbulent mixing length is an increase in mixing length in a con­
cave section and an increase in a convex section of a channel. Although 
the curvature changes in the subsonic section of the nozzles used in 
this study, this entire section would be concave in the sense that the 
flow along the wall is turned in the same direction all the way to the 
throat. Only after leaving the throat does the direction of radial ve­
locity along the wall change. Thus the effect of streamline curvature 
predicted by reference [21] would be an increase in turbulent mixing 
length in the subsonic sections of the nozzles. However, very little 
effect is predicted just downstream of injection because there is little 
change in curvature. At the location of maximum curvature change, 
the data show a retarded rate of decrease in effectiveness rather than 
an accelerated decrease (suggesting, as mentioned earlier, a lami­
narization effect). It therefore appears that currently available ana­
lytical methods are not applicable for predicting the film cooling re­
sults reported. 

TEMPERATURE RATIO, ( T O W - T O I A T O H - T , , ^ ) 

Fig. 11 Temperature profiles to account for injectant and free-stream mix­
ing 

Conclusions 
This study demonstrated that cooling effectiveness in a converging 

channel is influenced by the rate of convergence. Results suggest that, 
even with a clean injector entrance, gross mixing of the injectant and 
free-stream fluid occurs at the injection station. 

Comparison of measured effectiveness distributions with those 
predicted from finite difference models indicates that initial mixing, 
fluid acceleration and flow laminarization, and wall curvature affect 
the mixing process. However, the exact nature of how these effects 
enter cannot as yet be clearly specified. 
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APPENDIX 

P r o c e d u r e for the D e t e r m i n a t i o n of Adiabat i c 
R e c o v e r y T e m p e r a t u r e s 

Analyses were made to determine the differences between experi­
mentally measured wall temperatures and the reported adiabatic wall 
temperatures.3 Results from these analyses were used to correct the 
measured wall temperatures for conduction effects to arrive at the 
reported adiabatic temperature distributions. The overall procedure 
used was as follows: 

1 Two-dimensional finite difference thermal models such as 
shown in Fig. Al were formulated. 

2 The heat transfer coefficient distribution was estimated from 
the measured transient temperatures. 

3 The gas recovery temperature distribution was approximated 
by the measured steady-state wall temperature distribution. 

4 The thermal response of each model using the foregoing as­
sumptions was calculated from the start of heating until a 
quasi-steady state condition was reached. 

5 The difference between the assumed gas recovery temperature 
distribution and the calculated wall temperature distribution 
at the quasi-steady state condition was then taken as the mea­
surement error. This difference is plotted as a function of nozzle 
area ratio in Fig. A2. 

6 Measured temperatures were corrected to the reported adia­
batic wall temperatures by the following relationship: 

•' This difference is defined as the measurement error which is negative for a 
measured temperature lower than the adiabatic wall temperature (a negative 
error would thus be a positive correction to the measured wall temperature). 

Reported adiabatic Measured wall Measurement 
wall temperature — temperature error 

Because of the low value for maximum error (9°C out of a difference 
of 515°C between the combustion gas temperature and the initial 
coolant temperature), it was not considered necessary to recalculate 
the wall temperature distribution using the newly determined adia­
batic temperatures. 

To obtain an estimate of the maximum measurement error asso­
ciated with radiation from the combustion products, each conduction 
analysis was repeated assuming the gas radiated as a black body at 
its local static temperature. The increase in predicted error associated 
with this assumption is also shown in Fig. A2. As can be seen, the 
added error is one degree or less at all locations. 

For the combustion of hydrogen and air, the only effective radiating 
component of the chamber gas will be water vapor. At a mixture ratio 
of 200 and a chamber pressure of 1.4 X 106 Pa, the total water vapor 
pressure will be about one atmosphere. If an effective beam length 
of 10 cm is assumed, the emissivity of the water vapor is on the order 
of 0.1 [22]. One nozzle configuration (No. 1) was analyzed to evaluate 
steady-state radiation effects assuming nozzle surfaces with an 
emissivity of 0.5 and a transparent gas. 

The analysis was performed by dividing the nozzle into a series of 
conical elements, determining the gray body view factors by the 
method of reference [23], and performing an energy balance that in­
cluded convection and radiation effects to determine the equilibrium 
element temperatures. Again, the predicted effect of radiation was 
negligible in comparison with the temperature change caused by 
coolant injection. 
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Heat Transfer Controlled Collapse 
of a Cylindrical Vapor Bubble in a 
Vertical Isothermal Tube 
An experimental program was conducted to determine the collapse rate of slug-type 
vapor bubbles rising due to buoyancy through subcooled parent liquid in a vertical iso­
thermal tube. The experimental apparatus included a vertical glass tube with an outer 
glass container providing a constant temperature water bath for the inner tube. The inner 
tube contained distilled, deaerated water, and water vapor bubbles were generated at the 
bottom of this tube with a pulsed electric heater. The parent liquid was uniformly sub-
cooled with respect to the vapor bubble resulting in heat transfer controlled bubble col­
lapse. Collapse rates and rise velocities were recorded by high-speed motion picture pho­
tography. Over a limited range of subcooling, the bubble collapse was well behaved, and 
a simple, quasi-steady boundary layer heat transfer analysis adapted from slug flow over 
a flat plate correlated the experimental results with a high degree of accuracy. Experi­
mental results were obtained with tubes having inside diameters of 0.0127, 0.0218, and 
0.0381 m and for a range of subcooling from 0.5 to 9.0 K. 

Introduction 

Cylindrical or slug-type vapor bubbles are frequently encountered 
in low velocity two-phase flow, and the existence of such vapor pockets 
is of importance in all associated transport calculations. Consequently, 
the collapse rate of such bubbles is of interest since this affects the 
net vapor generation and heat transfer rates inside the tubes, and the 
present work reports agreement between a boundary layer analysis 
and experimental results obtained with distilled water vapor bub­
ble/liquid systems. 

Large water vapor pockets rising due to buoyancy in a vertical tube 
assume a slug configuration with a hemispherical upper cap, the main 
portion being essentially cylindrical and almost filling the tube ra­
dially. The bottom is somewhat irregularly shaped due to the wake-
type flow. Such bubbles are sometimes referred to as Taylor bubbles, 
and a photograph of a typical bubble is shown in Fig. 1. It may be 
observed from this figure that the diameter at the top is somewhat 
smaller than that at the bottom. This is typical of all bubbles observed 
during this study. 

While there is an extensive body of research literature devoted to 
spherical bubble collapse and bubble dynamics, very little has been 
presented for the present case. For a single component, two-phase 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N. Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division May 23,1977. Paper No. 76-WA/HT-
24. 

system, the heat transfer controlled collapse of a vapor bubble pro­
ceeds at a rate governed by the energy transfer at the liquid interface 
necessary for removal of the latent heat of the vapor and its subse­
quent subcooling. Analytical investigations of this physical situation 
for a spherical bubble, or the closely related growth problem, have 
been conducted by Plesset and Zwick [1, 2],1 Degarabedian [3], Forster 
[4], Forster and Zuber [5], and Akiyama [6] among others. Heat 
transfer controlled collapse of spherical bubbles has been investigated 
analytically and experimentally by Hewitt and Parker [7], by Flor-
schuetz and Chao [8] under zero gravity conditions, and by Wittke 
and Chao [9] with translatory velocities due to reduced gravity. Pre­
vious investigations with a slug or cylindrical type bubble in a tube 
have been presented by White and Beardmore [10] and by Kourem-
enos [11] for rise velocity of non-collapsing air bubbles, and by An­
derson, et al. [12] for tube surface heat transfer coefficients. 

In the present paper attention is directed to the case of a collapsing 
vapor bubble rising due to buoyancy under standard gravity condi­
tions. The collapse is controlled by heat transfer, and the appropriate 
integral-type boundary layer equations are unchanged from flow over 
a flat plate. In particular, the boundary layer flow of liquid over the 
vapor surface is modelled by slug flow. The solutions of these equa­
tions are compared with experimental data obtained during this study 
and reported herein. 
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Analytical Correlation
As a bubble rises due to buoyancy inside a tube of otherwise

quiescient liquid, liquid above the bubble must flow over the bubble
upper surface and then along the sides in the annular space between

cation occurred with lower subcooling. The actual stratification over
the total length traversed by the bubble during the time it was studied
was less than one-half of this maximum since the histories all took
place in a vertical distance of less than %m.

Prior thermometric calibration and correlation of the tube fluid
temperature with the bath thermocouples was obtained with a re-'
movable inside-tube thermocouple probe. This eliminated the need
of a temperature probe and resulting flow obstruction inside the tube
during actual runs. Experimental run time was on the order of 1 s.
Bath and tube fluid temperature changes during these short periods
were found experimentally to be negligible. Thermocouples were
calibrated between the ice and steam points.

With the tube filled with distilled, deaerated water and mounted
in the bath, the system temperature was raised to the saturation value
by means of the bath heater and the tube heater. The entire system
was allowed to cool slowly by natural convection until the desired
experimental temperature was reached. At this point, a single bubble
was generated which collapsed due to heat transfer as it traversed the
tube length.

Photographic recording of bubble collapse histories was accom­
plished with a Wollensak model WF4-ST, Fastax, 16 mm, high-speed
movie camera together with its associated control equipment, power
supply, and timing signal generator. The filming speed was approxi­
mately 1000 frames per s, and the timing signal generator was oper­
ated at 100 Hz providing a time signal at about every tenth frame.
Photographic data reduction utilized a model 900 Motion Analyzer
projector manufactured by L-W Photo, Inc., of Van Nuys, California,
which featured a highly corrected lens suitable for quantitative data
reduction. Length scales were placed in the tube for vertical and
horizontal length calibration. Once the optical distortion was estab­
lished, the scale was removed and known tube diameters were used
as reference lengths.

Bubble collapse data reduction was accomplished by measurement
of the photographic image of the vapor configuration at preselected
time intervals. During most of the collapse period the bubble could
be treated as a tapered cylinder with a hemispherical cap, necessi­
tating only a minimum number of measurements for calculation of
the vapor volume. These were the cylinder diameter at the bottom,
total length including hemispherical cap, and cap diameter. During
final stages of collapse, the configuration was approximately hemi­
spherical, progressing to a somewhat spherical shape. This final col­
lapse, however, represented only a small fraction of the bubble volume
change and was not considered as a part of this investigation since the
bubble configuration at this time was so markedly different from that
for most of the volume change period.
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Fig. 1 Typical cylindrical bubble In a restraining circular tube

Experimental Investigation
High speed motion picture photography was employed to record

vapor bubble collapse history as large cylindrical bubbles rose due
to buoyancy in a uniformly subcooled parent liquid. Tests were con­
ducted in three different cylindrical pyrex tubes with inside diameters
of 1.27,2.18, and 3.81 em. These tubes were selected for internal di­
ameter uniformity, and the length of each tube was approximately
1 m. Bubble generation was accomplished with a small nichrome-wire
heater mounted in the bottom of the tube and submerged in the
parent liquid.

The entire system temperature was controlled by mounting the
tube in a heated water bath. The bath temperature was monitored
with a six-point copper-constantan thermocouple probe. Temperature
stratification over the bath depth was limited to a maximum of 0.5
K. This stratification resulted when convective cooling was used to
obtain the desired experimental conditions. This maximum value of
0.5 K was associated with the 9 K subcooled condition. Less stratifi-

Ve,b = bulk average fluid velocity
Vr = relative velocity
(VZ)avg = average liquid velocity in the

boundary layer
V 00 (x) = fluid free stream velocity
x = distance along cylindrical portion of the

bubble
y = distance perpendicular to bubble pro­

file
a = thermal diffusivity
0= local boundary layer thickness, momen­

tum
Ot = 'local boundary layer thickness, ther­

mal
E = dummy variable of integration
v = kinematic viscosity

q = heat flux
Rb = bubble radius
Rt = tube radius
ReL = Reynolds number based on L

Rex = Reynolds number based on x
6.T = -(T - To)

T = temperature

To = saturation temperature

Too = free stream temperature

t = time

V = volume

Vo = initial volume

Vb = bubble bulk rise velocity (of center of
mass)

_____Nomenclature _

Aa = annular cross-sectional area
Ab = cross-sectional area of cylindrical por-

tion of the vapor bubble
Al = area over which fluid velocity is con-

stant
liz = area over which fluid velocity varies
!h = bubble diameter
n, Dt = tube diameter
Ii = average heat transfer coefficient
hL = heat transfer coefficient based on L
hx = heat transfer coefficient based on x
!, = length of cylindrical portion of bubble
NUL = Nusselt number based on bubble

length
Nux = Nusselt number based on x
I'r = Prandtl number
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the vapor bubble and the tube wall. For a slowly collapsing bubble 
where the radial dimension is essentially invariant during the collapse, 
a quasi-steady boundary layer analysis can be applied to this non-
steady problem. The mathematical model chosen is adapted from 
laminar flow boundary layer theory, the outer surface of the cylin­
drical bubble being approximated by a flat plate of length equal to 
that of the bubble and width equal to the bubble circumference. The 
bubble radius of curvature is an order of magnitude greater than the 
boundary layer thickness, thereby rendering the flat plate model 
suitable. The analysis parallels that for slug flow in liquid metal heat 
transfer. 

The configuration shown in Fig. 2 represents a cross-sectional view 
of a collapsing bubble having a bulk rise velocity, Vb. This bulk rise 
velocity is that of the center of mass of the vapor bubble. The rising 
bubble results in flow over the hemispherical upper cap followed by 
an annular flow bounded by the tube inner wall and the vapor bubble. 
Following a suggestion by Rohsenow [13] it is assumed that the shear 
stress in the liquid at the liquid-vapor interface is negligible, and 
consequently slip-flow exists at this surface. This is a result of the 
order-of-magnitude difference between the kinematic viscosity of the 
liquid and that of the vapor. At the tube wall, however, the no-slip 
boundary condition applies, and a typical velocity boundary layer 
forms due to the retarding influence of the wall shear stress. 

The quasi-steady velocity boundary layer, which is assumed to 
begin at x = 0 , develops as the fluid travels along the length of the tube 
wall adjacent to the bubble. The location x = 0 is determined volu-
metrically using the geometrical model of a hemisphere mated to a 
cylinder as shown in Fig. 2. For purposes of determining the fluid free 
stream velocity, V„(x), the liquid flow rate is assumed to be constant 
at any cross-section along this length. This neglects any contribution 
due to radial bubble collapse resulting from phase change, but pho­
tographic studies indicate that such radial collapse was negligible. 
Thus V„ increases with x as required by the continuity equation, and 
the local value of this parameter can be added to the bubble rise ve­
locity to yield an appropriate quasi-steady free stream velocity for 
use in the heat transfer equation. 

Free Stream Velocity. Application of the continuity equation 
to the liquid region of Fig. 2, Detail A results in 

Va 
AbVb-A2(V2)a 

At 
(1) 

where it is assumed that there is no radial movement of the bubble 
surface. A/, is the cross-sectional area of the cylindrical portion of the 
vapor bubble, and Vb is the rise velocity of the vapor bubble. Both of 
these terms are obtainable for a given bubble collapse from high-speed 
motion pictures. The average liquid velocity in the boundary layer, 
(y«°)avg, is obtained by integrating the product of velocity and area 
through the velocity boundary layer and then dividing by the liquid 
flow area within this boundary layer. Using the customary third order 
velocity profile 

V(e) = 3 / e y _ 1 /e \3 

V„ 2 W 2 W 
(2) 

which satisfies the four known boundary conditions for flow over a 
flat plate with constant V™ (this condition being approximately true 
for the present problem) yields the following average velocity at a 
given length location within the momentum boundary layer 

( ^ 2 W = 0.05 V, 
/25Rt - 165\ 

V 2Rt-S ) 
(3) 

Substitution of this into equation (1) and subsequent rearrangement 
gives 

AbVb V«,=-

• 0.05/1; 
/25flt ~ 165\ 

\ 2Rt-S I 

(4) 

which relates the fluid velocity outside of the velocity boundary layer 
to measurable parameters (Rt, Ab, and Vb) and the boundary layer 
thickness <5 which together with Rt fixes A\ and A2. Expressing Ai and 

A-i in terms of the tube and bubble diameters and the boundary layer 
thickness results in 

V.=AbVb ^ [ < A - 2 5 ) 2 - D 6 2 ] 

- 0.05 Q [ A 2 - (D, ~ 2,5)2] (• 
25fl( - 166 )Y' 

where Db is the average diameter of the slightly tapered cylindrical 
section. 

Using the bulk average liquid velocity in the annular flow 

AbVb 
Ve,h = - (6) 

where Aa is the annular cross-sectional area (ir/4)(Dt
 2 — Db2) to form 

the local Reynolds number, together with the conventional integral 
analysis result for the boundary layer thickness in steady, incom­
pressible, laminar flow over a flat plate, yields 

4.64* 
(7) 

(Ai,VWA0*)1/2 

which is an approximation for 5 since Veib is used for V™. The fluid 
free stream velocity at any position can be found by substitution of 
equation (7) into equation (5). 

Since the liquid is moving in the opposite direction to the vapor 
bubble, the velocity of the liquid relative to the vapor surface is 

Vr = V„ + Vb (8) 

Energy Equation. The quasi-steady thermal boundary layer is 
also assumed to begin at x = 0 and to increase in thickness (from the 
bubble wall) with increasing bubble length. Under the assumptions 
of slug flow and a third order temperature profile, expressions for the 
local thermal boundary layer thickness 

it 2.828 (RexPr) -1/2 

and the length-averaged Nusselt number 

NuL = — = 1.0608 (Re t Pr) 1 / 2 

k 

(9) 

(10) 

result where the Reynolds number is calculated with the relative ve­
locity Vr. These equations are developed for slug velocity profile flow 
of liquid metal over a flat plate in undergraduate heat transfer 
texts. 

Equation (10) is used to predict the bubble collapse rate and com­
pared with the experimental collapse data for each bubble history. 

IHI 

1 v 
VAPOR VAPOR 

DETAIL A 

Fig. 2 Model for analysis 
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The comparison is carried out as follows: For given initial bubble size, 
rise velocity, To, and T„, the initial heat transfer coefficient h is cal­
culated using equation (10). This, together with the cylindrical portion 
of the bubble surface area and the temperature difference, is used to 
calculate the total heat transfer Q for a small time increment. The 
collapse length of the bubble for that time increment is determined 
by multiplying this total heat transfer by the vapor specific volume 
and dividing by the product of the latent heat of vaporization and A;,. 
During the time increment, the vertical displacement of the bubble 
results in a reduction of the hydrostatic pressure. Using the perfect 
gas equation of state, the increase in volume due to this pressure re­
duction is calculated and added algebraically to the volume reduction 
due to the heat transfer. This process is repeated to generate the 
collapse curve, i.e., volume versus time history, using the customary 
precautions to ascertain that the time increment for each subcalcu-
lation is sufficiently small. 

To carry out these calculations the rise velocity, T0 and T„ are 
assumed constant and are obtained experimentally for each bubble. 
The relative velocity (Vr) used to determine ReL for use in equation 
(10) is that at the end of the bubble, x = L. While this is the maximum 
value of Vr = V„ + Vb, it should be noted that this velocity is a rather 
weak function of x as can be seen by examining equation (4), that is, 
{or the present problem Rc is an order of magnitude greater than 5. 
This allows Vr to be treated as a constant to obtain equations (9) and 
(10). 

Results 
Photographic data for the collapse of 22 bubbles ranging in initial 

volume from 3.15 to 106.8 cm3 and ranging in subcooling from 0.5 to 
9.0 K were obtained and reduced. A majority of these (16 bubbles) 
were obtained with the 2.18-cm dia tube; two were obtained with the 
3.81-cm tube; and four were for the 1.27-cm tube. Typical experi­
mental results are presented in Figs. 3-5. In each of these figures the 
circular data points represent experimental results, and the solid black 
line on each figure is the theoretical collapse rate obtained by appli­

cation of the analysis result, equation (10). Figs. 3 and 4 cover most 
of the range of subcooling used in the experimental program and are 
typical of the results obtained with the 2.18-cm tube. Fig. 4 represents 
the degree of experimental repeatability obtained; these data were 
obtained under intentionally repeated test conditions. Fig. 5 is typical 
of the results using the 1.27-cm tube and the 3.18-cm tube. The 
comparison between experiment and theory for all experiments is 
remarkably good when compared with usual phase change results. 
When the subcooling was somewhat greater than 9.0 K in our exper­
iments (the exact value for this was not determined), the vapor bubble 
did not rise in the tube. Since this situation does not fit the actual 
model, it is not recommended that the analysis be used for cases where 
the collapse rate causes zero or negative bubble rise velocity. 

The percent error between the theoretical collapse rate of equation 
(10) and the experimental measurements had a mean value of 3.4 
percent and a standard deviation of 12 percent. This error analysis 
did not include the 9.0 K subcooling data. It is very possible that the 
measurement techniques could introduce errors of this magnitude. 

The major error involved in the experimental study is that of de­
termining the time dependent vapor bubble volume. Measurements 
included the cylindrical portion bottom diameter, upper diameter, 
and overall length. Errors resulted from: (i) lack of precise vapor-
liquid interface definition and (ii) lack of exact conformance to the 
tapered cylinder and hemispherical cap model. It is estimated that 
the volume determination was within ±10 percent and this error 
completely overshadows errors in other measurements involved. 

The flat plate analysis which is compared with individual collapse 
histories in Figs. 3-5 neglects the heat transfer along the upper cap 
surface and in the wake region. A more exact solution should include 
these effects. To examine the relative magnitude of error introduced 
by these omissions, an approximation of the heat transfer from the 
cap surface can be obtained with the usual correlation equation for 
forced flow over a sphere, NUD = 0.37 Re/}0-6. In the present appli­
cation, the appropriate velocity for the Reynolds number is the in­
tegrated average velocity of the liquid flow over the cap. A number 
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of calculations were carried out for the conditions of the experiments 
of this study; in general, the ratio of qcap/qcyi approaches 10 percent 
when the ratio of cylindrical length to bubble diameter is on the order 
of % in the 3.81-cm tube, \ in the 2.18-cm tube, and Yio in the 1.27-cm 
tube. This ratio of <jCap/9cyi drops markedly with increasing length-
to-diameter ratio. At length-to-diameter ratios less than 0.5, however, 
the bubble loses its cylindrical configuration, and no flat plate analysis 
should be considered. This was the criterion used in comparing ex­
perimental collapse history with theory. 

The application of the flat plate analysis should be limited to cases 
where laminar flow exists over the bubble length and where there is 
no overlap of the thermal and velocity boundary layers developing 
along the vapor surface and the tube wall, respectively. Appendix 
Table A-3 tabulates experimental and some calculated results, in­
cluding maximum Reynolds numbers, 5, and &t for thirteen vapor 
bubbles studied. (Of the 22 bubbles photographed, only thirteen were 

completely analyzed with regard to calculated parameters due to time 
limitations.) 

In the small diameter tube (1.27 cm) the combination of St + S was 
greater than the liquid thickness which indicates that interaction 
between the thermal and velocity boundary layers existed at the start 
of collapse. Two comments should be made on this situation: 

1 The velocity boundary layer, 5, is measured from the glass and 
the thermal boundary layer, 5t, is measured from the vapor. There­
fore, this interaction will occur in a region where both are relatively 
slowly changing functions. 

2 The scale readability of measuring length from the photographic 
images made the values of Dt — Db questionable for the small 
tube. 

Both effects may require additional study to provide more infor­
mation. However, the integral solution method did seem to adequately 
model this case, and is recommended for estimation of cylindrical 
water vapor bubble collapse rate under the following conditions: 

(i) inside tube pressure near atmospheric; 
(ii) tube inside diameters from 1 to 4 cm; 
(iii) subcooling to 9 K; 
(iv) bubble cylindrical length-to-diameter ratio not less than 0.5 

at end of collapse prediction; 
(v) laminar flow over entire bubble length. 

Conclusions 
The heat transfer controlled collapse of large, cylindrically shaped 

water vapor bubbles rising due to buoyancy effects inside a vertical 
tube with constant wall temperature is dependent upon tube diameter 
and fluid subcooling. This collapse rate can be predicted with a very 
high degree of accuracy by a simple energy balance at the liquid-vapor 
interface which relates the convective heat transfer to the change of 
latent heat of vaporization within the bubble due to volume 
change. 

The simple integral boundary layer analysis for slug-flow of liquid 
over a flat plate yields a valid convective heat transfer coefficient in 
the usual form of a length controlled Nusselt number as a function 
of the. Reynolds and Prandtl numbers. The appropriate velocity for 
determination of the Reynolds number is the relative velocity between 
the vapor and the liquid. Application of the boundary layer result 
requires that the bubble translatory velocity, which is treated as a 
constant, be known. Further, the continuously decreasing bubble 
length and the corresponding continuously changing heat transfer 
coefficient necessitates a computer-type solution for the complete 
collapse. A major contribution of this effort is that the collapse phe­
nomenon is shown to be boundary layer heat transfer controlled. 
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Table A'1 Experimental data 

Bubble 

8b-2 
8b-3 
8b-4 
12-b 
12-d 
13-c 
I 3-d 
13-e 
13- f 
14-b 
14-c 
14-d 
14-e 

Ins ide Tube 
0 iameter 

cm 

2.18 
2.18 
2.18 
3.81 
3.81 
2.18 
2.18 
2.18 
2.18 
1.27 
1.27 
1.27 
1.27 

*D i am 
* * R i s e 

* * *AT i 

I n 

(0 .86) 
(0 .86) 
(0 .86) 
(1 .50) 
(1 .50) 
(0 .86) 
(0 .36) 
(0 .86) 
(0 .86) 
(0 .50 
(0 .50) 
(0 .50) 

Bubble 
Diameter* 
cm 

1.80 
1.80 
1.80 
3.02 
3.02 
1.80 
1.80 
1.80 
1.80 
1.12 
1.12 
1.12 

(0 .50) 1.12 

e t e r is average o f 
v e l o c i t y 

5 subcool 
is t h a t 
ng, i . e . 

in 

(0.71) 
(0 .71) 
(0 .71) 
(1 .19) 
(1 .19) 
(0 .71) 
(0 .71) 
(0 .71) 
(0 .71) 
(0 .44) 
(0.44) 
(0.44) 

I n i t i a l 
Leng th * * 

cm 

13.08 
15.64 
14.63 
7.13 
4.42 
6.64 
3.28 
4.85 
5.94 
3.08 
3.16 
5-32 

(0.44) 11.19 

measurements a t top 
Df cen te r c 

T - T 
o 

f mass o f 

f t 

(0 .429) 
(0 .513) 
(0.480) 
(0.234) 
(0.1449) 
(0.2179) 
(0.1075) 
(0.1591) 
(0.1950) 
(0.1010) 
(0.1035) 
(0.1745) 
(0.367) 

and bot tom 
vapor 

Bubble Rise 
Veloc i t y 

cm/sec 

30.02 
34.47 
22.01 
22.56 
21.12 
15.12 
14.72 
11.89 
13.56 
10.97 
10.36 
9.51 

10.12 

f t / s e c 

(0.985) 
(1.131) 
(0 .722) 
(0.74) 
(0.693) 
(0.496) 
(0.483) 
(0.390) 
(0.445) 
(0.360) 
(0.340) 
(0.312) 
(0.332) 

°C 

9.00 
9.00 
9.00 
1.00 
2.70 
0.50 
1.67 
2 .70 
3.20 
0.55 
1.20 
2.17 
2.31 

AT*** 

°F 

(16.2) 
(16.2) 
(16.2) 
(1 .8 ) 
(4 .86) 
(0 .9 ) 
(3 .0 ) 
(4 .86) 
(5.76) 
(0 .99) 
(2.16) 
(3 .90) 
(4 .16) 
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Table A-2 Experimental collapse data Table A-2 (Cont'd) 

Bubble 

13-e 

Time 
(sec) 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 
1.3 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 

1.0 
0.969 
0.939 
0.871 
0.826 
0.773 
0.7<*3 
0.728 
0.683 
0.653 
0.608 
0.577 
0.555 
0.517 

1.0 
0.982 
0.9^8 
0.897 
0.855 
0.812 
0.778 
0.7't'i 
0.727 
0.684 
0.676 
0.642 
0.591 
0.608 

1.0 
0.793 
0.654 
0.529 
0.425 
0.367 
0.278 

13-d 

13-f 

Time 
(sec) 

0 
0.1 
0.2 
0-3 

1.0 
0.907 
0.780 
0.642 

0 
0.1 
0.2 
0.3 
0.4 

1.0 
0.812 
0.709 
O.658 
0.607 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 

1.0 
0.749 
0.518 
0.383 
0.287 
0.229 
0.181 

14-b 

8b-2 

8b-4 

Time 
(sec) 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
1.2 

0 
0.1 
0.2 
0.3 
0.4 
0.5 

0 
0.05 
0.10 
0.15 
0.20 
0.25 

0 
0.05 
0.10 
0.15 
0.20 
0.25 
0.30 
0.35 
0.40 

1.0 
O.906 
0.832 
0.795 
0.683 
0.572 
0.646 
0.572 
0.534 
0.497 
0.460 
0.441 
0.386 

1.0 
0.795 
0.570 
0.386 
0.263 
0.161 

1.0 
0.841 
0.495 
0.362 
0.113 
0.016 

1.0 
0.780 
0.622 
0.501 
0.272 
0.151 
0.098 
0.030 
0.017 

8b-3 

Time 
(sec) 

0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 

1.0 
0.765 
0.631 
0.464 
0.397 
0.347 
0.246 

0 
0.1 
0.2 
0.3 
0.4 
0-5 
0.6 

0 
0.025 
0.075 
0.125 
0.175 
0.225 

1.0 
0.742 
0.656 
0.485 
0.342 
0.265 
0.175 

1.0 
0.948 
0.610 
0.412 
0.171 
0.039 

Table A-3 Calculated data 
V/V0 Is ratio of volume to Initial volume 
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APPENDIX 
Tables A-l to A-3 contain both experimental and calculated data 

for thirteen vapor bubbles that were analyzed. Since experimental 
measurements were taken with British Engineering Units, these have 
been retained in the Appendix and are shown in parentheses in Table 
A-l. 
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Incipient Boiling Characteristics at 
Atmospheric and Subatmospheric 
Pressures 
Experimental data are reported for incipient boiling of water, refrigerant R-113, and 
methanol from a flat horizontal stainless steel surface of known surface roughness. The 
work was carried out over a pressure range of 1, 0.5, and 0.25 atm. Overshoot temperatures 
at incipience for R-113 and methanol were systematically investigated and found to exist 
for all pressures employed. The overshoot in temperature at incipience did not occur for 
water within the experimental range covered. Surface temperature fluctuations were 
found to increase in amplitude with decreasing pressure, reaching a maximum at inci­
pience. In general, these temperature fluctuations became less pronounced as fully devel­
oped nucleate boiling became established. An abnormal occurrence of transition from sin­
gle-phase free convection to film boiling is also reported. 

I n t r o d u c t i o n 

An understanding of the factors which influence the onset of boiling 
is of importance in the design and operation of cooling systems asso­
ciated with high heat flux units. Transition from single-phase con­
vection to nucleate boiling occurs when the liquid layer adjacent to 
a heating surface becomes superheated. Corty and Foust [l]1 observed 
that the immediate past history of the boiling surface had a pro­
nounced effect on the superheat required for incipience. They de­
scribed and classified the phenomenon for ether, normal pentane and 
refrigerant R-113 and reported superheats far in excess of those 
normally required to initiate boiling. The phenomenon of large 
temperature overshoots preceding the initiation of boiling bubbles 
was termed "hysteresis" and similar trends have been reported by 
various investigators. Turton [2] reported large temperature over­
shoots—as high as 100 and 120°F—for refrigerant R- l l boiling from 
a stainless steel tube at pressures above atmospheric and under the 
influence of increased gravity. An excess value for incipient superheat 
of between 25-30°F was found by Abdelmessih, et al. [3] for refrig­
erant R- l l boiling in a stainless steel tube under forced flow condi­
tions. The superheat was found to be independent of the fluid velocity 
in the range tested. Marto and Rohsenow [4] reported temperatures 
as high as 135°F for the onset of nucleate boiling for liquid sodium 
in pool boiling and found that the value of temperature overshoot 
depended on the surface finish. Similar overshoots in temperature 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 10,1977. 

have been reported by Chen [5] for flow boiling of liquid potassium. 
Small temperature differences of a few degrees obtained with in­
creasing and decreasing heat flux near the incipience value have been 
reported by numerous authors for various liquids and conditions and 
these temperature differences have been attributed to hysteresis ef­
fects. 

Analytical predictions of incipient superheat, critical bubble radius, 
and heat flux have been comprehensively reviewed by Cole [6] for both 
the heterogeneous case and nucleation from heated surfaces. 

From graphical calculations Bergles and Rohsenow [7] proposed 
the following equation: 

(q/A)i = 15.6p^HTw - Ts)2-3/P»" (1) 

which relates incipient heat flux to saturation temperature difference 
and system pressure. This equation was in good agreement with their 
data for forced convection boiling of water in stainless steel and nickel 
tubes. Davis and Anderson [8] derived an expression relating incipient 
heat flux and superheat which reduced to the following: 

(q!A)i 
Ke'Kpu 

8(1 + cos 0)<JTS 

(Tw - Ts)2 (2) 

for systems of low surface tension or higher pressures. This expression 
reduces to that derived by Sato and Matsumura [9] and by Rohsenow 
[10] for a hemispherical bubble nucleus. 

The foregoing studies were conducted at atmospheric pressure and 
above. The present experimental investigation provides information 
on the behavior of liquids during incipient boiling at atmospheric and 
subatmospheric pressures. 

D e s c r i p t i o n of the E q u i p m e n t 
The experimental apparatus and instrumentation are shown 
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Fig. 1 Schematic diagram of experimental apparatus 

schematically in Fig. 1, Test liquids were boiled from an electrically 
heated horizontal rectangular stainless steel plate elevated 31 mm 
from the base of the pool. The test surface assembly was housed in 
a cubical stainless steel chamber with clear inside dimensions of 210 
mm on all sides. Plate glass windows were incorporated on four sides 
for observation purposes. An auxiliary heater made of resistance wire 
in a silica glass tube and regulated by a variac surrounded the test 
surface assembly. This was used to bring the test liquid to boiling and 
maintain it at saturation temperature during low heat flux operation. 
Hot vapors passed to a stainless steel condenser through a 25-mm 
stainless steel tube. The condenser contained three independent, 
elongated "U" shaped cooling passages made of 25-mm stainless steel 
tubes housed in a rectangular stainless steel shell. The unit was 
mounted at 15 deg to the horizontal to facilitate flow of condensate 
which was returned to the boiling chamber, through the base plate, 
by glass tubing. 

The test surface was fitted with a 6-mm thick "pure natural" rubber 
backing piece which provided thermal insulation as well as sealing. 
These items were then placed onto an Araldite block which fitted over 
two gold plated brass electrodes (Fig. 2). Thermocouples spot welded 
to the back of the test surface passed through the rubber backing and 
out through a 6-mm stainless steel tube. The wires were sealed after 
passing through a glass "T" piece, the vertical leg of which was con­
nected to a vacuum pump, which thus pulled down the test surface 
onto the rubber and the Araldite block. 

Low pressure operation was achieved by evacuating the system 
from the cold end of the condenser which reduced loss of vapor to a 
negligible level. Pressure inside the chamber was regulated by a 
throttling needle valve connected to a vacuum reservoir-trap chamber. 
A pressure difference was continually maintained between the system 
and the underside of the sample, so that positive pressure always 
existed on top of the boiling surface. 

The Heating Surface 
The test surface was made of type EN58E stainless steel measuring 

nominally 100 X 50 X 1.6 mm. To each end was brazed a copper ter­
minal provided with two holes by means of which it was fastened to 
the gold-plated brass electrode. The copper terminals were highly 

6mm RUBBER 
PIECE \ 

ARALDITES 

BLOCK 

r-41^ 
COPPER 
TERMINAL 

STAINLESS 
/STEEL TEST 

SURFACE 

STAINLESS \ 
STEEL NUT \ 

J 
THERMOCOUPLE-

WIRES 

^BA5E PLATE ^ , 0 RING 

Fig. 2 Schematic diagram of test surface assembly 

polished and then gold plated to eliminate tarnishing and oxidation. 
Extreme care was taken to ensure that the test surface remained free 
from localized corrosion due to water, and contamination due to 
methanol, by nitrogen sparging of the liquids before and during the 
tests. Inside the boiling chamber, double deionized "Analar" water 
and distilled pure methanol were bubbled with a nitrogen column 
positioned remotely from the test surface so as not to interfere with 
the boiling process/This procedure was not required for refrigerant 
R-l 13 with which no contamination occurred. 

The stainless steel surface was finished with vaqua blasting, which 
consists of the impingement on the surface at high pressure of an 
alumina particle suspension in water. This technique yielded a con­
sistent and reproducible surface micro-roughness of 0.94 jim C.L.A. 
(37 fi in.) in all directions and rendered a homogeneous surface texture 
for the whole surface. An examination of electron micrographs of the 
surface taken at 5 K magnification over several locations revealed the 
existence of a variety of cavity shapes and sizes and included nu­
merous irregular shaped re-entrant cavities. The long free edges of 

.Nomenclature. 

K = thermal conductivity 
p = pressure 
q/A = heat flux 
T = temperature 
0 = bubble contact angle 

A = heat of vaporization 
p = density 
a = surface tension 
Subscripts 
i = incipient boiling condition 

( = liquid condition 

s = saturation condition 

v = vapor condition 

w = heated surface condition 
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the sample were polished to a near mirror finish to eliminate nu-
cleation from these areas. 

Instrumentation and Measurement 
Heating of the test surface was accomplished by the passage of a 

heavy current at low voltage from a 10 kVA transformer regulated by 
a double variac. Current was measured by an ammeter through a 
current transformer, and voltage was measured directly across the 
heating section using two thermocouple wires welded at the extreme 
edges of the stainless steel surface i.e., at the dimensionless distances 
of ±0.5 on each side of the specimen center line. The exact distance 
between these voltage tappings was determined with a vernier mi­
croscope and this dimension was used in the calculations. The po­
tential drop across the surface was observed on a digital voltmeter. 
Conduction losses to the copper terminals were calculated using a 
one-dimensional model with internal heat generation, assuming that 
the copper temperature at the stainless steel interface, was equal to 
the liquid saturation temperature. Using the bulk liquid saturation 
temperature as a basis for calculation provides the condition for 
maximum possible end losses. 

The surface temperature was determined from the average indi­
cation of 10 Chromel-Alumel thermocouples attached to the base of 
the test specimen. The thermocouples were situated so as to provide 
a temperature distribution across the length and width of the sample, 
as indicated in Fig. 3(a). All were connected to a selector switch and 
the emf generated was displayed on a digital voltmeter. The boiling 
surface temperature was calculated from the average measured base 
temperature using the one-dimensional heat conduction equation 
with internal heat generation. This average value was used as one 
boundary condition in the solution of this equation together with the 
assumption of zero temperature gradient at the base of the specimen. 
Typical temperature distributions are presented in Fig. 3(b). At low 
heat inputs and during incipience, temperatures in the immediate 
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Fig. 3( a) Thermocouple distribution over the heating surface—X temper­
ature thermocouple; 0 voltage tapping 
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Fig. i(b) Temperature distribution over the heating surface 

vicinity of the edges were in general lower than those existing over the 
mid 80-85 percent region. Under these conditions, the average tem­
perature over this region only was used in the calculations. 

Bulk liquid temperature was obtained from a thermocouple sit­
uated in a glass tube immersed in the liquid and passing through the 
top plate of the boiling chamber. System saturation pressure was 
measured by a pressure tapping on the side of the chamber connected 
to a mercury-in-glass manometer and system pressure variation was 
controlled to within ±3 mm Hg. 

Temperature history traces were recorded by an oscilloscope to­
gether with a Polaroid camera. A single thermocouple situated at the 
center of the test specimen was used for this purpose. The emf gen­
erated by this thermocouple was also observed by means of a digital 
voltmeter. The thermocouple signal was filtered and amplified before 
being introduced into the oscilloscope. It was found necessary to 
employ separate filters at the input to the amplifier and the oscillo­
scope because of the large 50 cps a-c picked up by the thermocou­
ple. 

Experimental Procedure 
The test liquid was brought to boiling temperature by the auxiliary 

heater at the desired operating pressure, and was boiled until the 
whole system was in equilibrium. The heater was then turned down 
and current was passed through the test specimen. Power was raised 
gradually and at each level of heat input, equilibrium was established 
before readings were recorded. During incipience, temperatures were 
never constant at any one location nor indeed the same across the 
surface. Such variations at incipience are not generally reported in 
the literature. This may be due to the fact that in most investigations, 
particularly involving flat surfaces, the surface temperature is deduced 
from extrapolating the temperatures indicated by thermocouples 
situated in a vertical axis within a copper heating cylinder, the top 
surface of which comprises the boiling test surface. This represents 
a single indirect damped measurement whereas in the present work, 
although some damping inevitably occurs due to the thermal capacity 
of the test specimen, surface temperature was obtained by a more 
direct means utilizing several thermocouples at various locations. 
Equilibrium at incipience was considered to be established, for the 
worst case, when each thermocouple slowly fluctuated within ±0.5°C 
and the variation across the central 80 percent of the plate was no 
more than 3°C. Current and voltage readings were then recorded, as 
were the surface and bulk liquid temperatures together with the 
system pressure. 

After the first appearance of bubbles (incipience), power was turned 
off and the plate allowed to cool to the liquid saturation temperature. 
The power input was then reset to a level higher than that previously 
attained and the surface temperature was observed to rise rapidly to 
a maximum value before dropping sharply as bubbles erupted over 
the surface. The values of temperature immediately before and after 
the eruption were recorded, together with other relevant measure­
ments. This process was repeated at successively higher power lev­
els. 

Discussion of Results 
In this work the overshoot of temperatures associated with incipient 

boiling have been measured for a range of fluids which include water, 
R-113, and methanol. Also, boiling surface temperature fluctuations 
have been observed during incipience for the experimental range 
which covered the following pressures: atmospheric, 0.5 atm, and 0.25 
atm. 

It was found that the overshoot phenomenon occurred only for 
R-113 and methanol for all pressures investigated, and significant 
temperature excesses were required to initiate boiling. Incipience 
occurred in the form of a cloud of bubbles appearing at an arbitrary 
point on the heating surface and spreading quickly to cover the whole 
of the heating surface area. The "explosion" of bubbles quenched the 
surface and was immediately followed by stable and separate bubble 
columns. 

Fig. 4(a) shows a typical eruption of R-113 at atmospheric pressure 
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Fig. 4(8) Advance of Incipient boiling eruptlon-qlA = 15 kW/m2

Flg.4(b) Temperature history of boiling eruption, vertical scale 2.5°C/major
division, horizontal scale 2 sIma/or division

Fig. 4 A typical boiling eruption at Incipience for R·113 at atmospheric
pressure

o(:curring on an otherwise freely convecting surface. Fig. 4(b) is the
corresponding temperature history of this event. As the power was
increased, the surface temperature was observed to rise from that of
liquid saturation, to an overshoot value before finally relaxing to a
steady boiling temperature as the surface was quenched with the
advance of the boiling eruption. The surface temperature prevailing
under steady boiling conditions is seen to be significantly less than
that required for the onset of incipience. The rate at which the surface
temperature dropped to a steady value in established nucleate boiling
is indicated by the sudden drop in temperature.

Fig. 5(u) shows a normal temperature history for an eruption at 0.5
atm for R-1l3. Figs. 5(b) and 5(c), however, show an interesting ab­
normal event of transition from single phase free convection to
transition-film boiling, which was found to occur at 0.5 atm and for
R-113 only. This was occasionally observed after the surface had been
suhmerged in the working fluid at saturation temperature for periods
of 10-20 min in-between tests. The power input in Figs. 5(a) and 5(b)

arc the same (approximately 30 kW1m2) but that of Fig. 5(c) is higher
(approximately 40 kW1m2). When the power input to the heat transfer
surface was increased to a level which would normally have produced
a temperature difference sufficient to cause boiling, on th~se partic­
ular occasions the surface temperature continued to rise and peak
temperature differences of 53 and 33°C were recorded from the digital
voltmeter indication. When the eruption occurred, film boiling ac-

Journal of Heat Transfer

Flg.5(a) Noonal boiling eruption: (T... - T,)peak =21°C, qlA =30 kW/m';
vertical scale 3.5°C/maJor division, horizontal scale 2 sIma/or division

Flg.5(b) Transition from free convection to film boiling: (T... - T, )peak =
53°C. qlA = 30 kW/m2; vertical scale 3.5°C/ma/or division, horizontal scale
2 s/major division

Fig. 5(c) Transition from free convection to film boiling: (T... - T, )peak =
33°C. qlA = 40 kW/m'; vertical scale 3.5°C/ma/or division horizontal scale
2 s/major division

Fig. 5 Normal Incipience and transition from free convection to film boiling
for R·113 at 0.5 atm
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tually covered a portion of the surface momentarily. The film then 
diminished in size as the temperature relaxed to the normal boiling 
temperature and nucleate boiling prevailed. The duration of film 
boiling in the localized area was 2-5 s depending on the maximum 
temperature attained before the eruption. It would appear, therefore, 
that the nucleate boiling regime is by-passed and the mode of heat 
transfer is changed from free convection directly into transition-film 
boiling over a localized area due to the high temperature difference. 
However, since the heat flux is not high enough to sustain this mode 
of boiling, the surface temperature drops and steady nucleate boiling 
becomes established. Hall [11] recently reviewed experiments with 
subcooled water in which attempts to show a sudden transition from 
liquid conduction to film boiling failed for a wide range of pressures. 
The transition observed here is not in contradication, since R-113 
possesses entirely different properties from water and it occurred at 
0.5 atm only. Turton [2] also observed very high overshoot tempera­
tures of 100 and 121°F with R- l l although this work was carried out 
at pressures higher than atmospheric and under increased gravity. 

The observations for methanol, boiling at atmospheric pressure, 
0.5 atm, and 0.25 atm are similar to those of Fig. 4. It was observed that 
the position on the surface at which the incipient eruption commenced 
was arbitrary, and although in some cases bubbles formed on the thin 
vertical edge they in no way influenced the phenomenon observed 
here. The eruptions start spontaneously from random locations on 
the surface and it is not possible to determine whether they are pre­
ceded by the appearance of the isolated bubbles normally associated 
with incipience. 

Data for heat flux versus incipient temperature difference are 
presented in Fig. 6 for R-113 and Fig. 7 for methanol, together with 
the predictions of equation (2). The predictions underestimate the 
value of incipient boiling wall superheat, and are in keeping with the 
expectations of Rohsenow [10] for low velocity forced convection and 
pool boiling. It will be observed that the overshoot temperatures for 
each liquid at all pressures investigated may be represented by a single 
curve which gives the temperature difference required to initiate 
boiling at each heat flux. Overshoot temperature differences (defined 
as the difference between the overshoot and the normal incipience 
temperature values) are observed to decrease with decreasing pres­
sure. The heat flux required to initiate boiling for methanol is nearly 
2.5 times that required for R-113 and the overshoot temperatures for 
the same pressure in methanol are nearly 1.25 times those in 
R-113. 

The phenomenon of temperature overshoot at incipience was not 
encountered with water for the range of pressures investigated. As 
the power input was raised the free convection regime changed and 
a few isolated bubbles appeared, becoming more numerous with 
further increase in power. However, it was observed that as the system 
pressure was reduced, the incipient water bubbles became intermit­
tent in generation, unpredictable in location and duration, deformed 
in shape, and greatly enlarged. The number of incipient bubbles at 
any one heat flux was greatly reduced with decreasing pressure. These 
changes in bubble behavior caused surface temperature fluctuations 
that increased in amplitude as the pressure decreased. At 0.5 atm 
these fluctuations subsided as the heat flux increased and fully de­
veloped boiling with numerous bubbles became established. A similar 
trend in surface temperature fluctuation was reported by Turton [2] 
for water boiling on the outside surface of a stainless steel tube at 
pressures higher than atmospheric and also under the influence of 
increased gravity. In the current investigation it was found that the 
temperature fluctuations were so severe at 0.25 atm, even during fully 
developed nucleate boiling, that the recording of meaningful data on 
surface temperature after incipience was impossible. In addition, it 
was observed that a pattern of repeated temperature build-up fol­
lowed by an extremely sharp and fast temperature drop, was associ­
ated with the relatively prolonged absence followed by the sudden 
appearance of large incipient bubbles. The bubbles quench the surface 
by removing the superheated layer which is built up during their 
absence and cause temperature drops of 6-10°C in a manner similar 
to the boiling eruptions. 
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Temperature fluctuations for the three liquids over the range of 
pressures were very slow and small in the single-phase free convection 
regime and only slightly increased in amplitude with increasing heat 
flux and decreasing pressure. Maximum amplitude of fluctuation in 
any one thermocouple was at the point where bubbles were just about 
to appear. The worst case of ±1.5°C occurred at a pressure of 0.25 atm 
with water. Incipience data for water at the pressures investigated are 
presented in Fig. 8, and are compared with the predictions of equa­
tions (1) and (2). Both equations underestimate the wall superheat 
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required to initiate boiling. Bergles and Rohsenow [7] attribute this 
trend to the absence of very large cavities which would be activated 
first at the lower values of superheat. However, with the surface em­
ployed in these experiments (C.L.A. = 0.94 ixm) such cavities with 
good vapor trapping characteristics had been found to be numerous. 
Increasing temperature variations with decreasing pressure for the 
free convection regime are also indicated. At 0.25 atm, the two 
bounding lines represent the maximum and minimum temperatures 
observed. 

Conclusions 
1 Overshoot temperature differences far in excess of normal 

boiling temperature differences were required to initiate boiling of 
refrigerant R-113 and methanol. These overshoot temperature dif­
ferences tended to decrease with decreasing pressure. Large super­
heats for incipience appear to be characteristic of organic liquids of 
low surface tension and relatively low thermal conductivity compared 
with water. 

2 Using refrigerant R-113 at 0.5 atm and under certain conditions 
a transition from natural convection directly into film boiling appears 
possible. 

3 An appreciable reduction in the number of bubbles occurs at 
reduced pressure. The higher temperature differences associated with 
nucleate boiling at reduced pressure may be attributable to this re­
duced bubble population. This is in agreement with the observations 
of others of lower temperature differences with increasing pres­
sure. 

4 Severe surface temperature fluctuations were found to occur, 
in particular at subatmospheric pressures at which bubble population 
was significantly reduced. 
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Experimental Study of Bubble 
Motion in Mercury With and Without 
a Magnetic Field 
The behavior and hydrodynamical performance of a single bubble rising through mercury 
with and without magnetic field has been studied experimentally. A new method to mea­
sure the rise velocity and the shape of bubble with an electrical triple probe is proposed. 
When there is no magnetic field, a bubble changes its shape from spherical to elliptic and 
then to a spherical cap shape, as its equivalent radius Rm changes from 0.1 to 3 mm. The 
experimental results are found to agree well with the theories reported so far. In the case 
of a magnetic field, it is found that the effect of intensity of magnetic field B on the rise 
velocity depends largely on the radius of a bubble. When Rm = 3 mm, the rise velocity de­
creases monotonically with the.increase of B. However, when Rm = 1 mm, the rise velocity 
increases once but it then starts to decrease afterwards with the increase of B. 

Introduction 
The most promising method to reject heat from the nuclear fusion 

reactor at present is to use liquid lithium in the blanket of the reactor 
in consideration of producing tritium. However, this method has such 
disadvantages as the large flow resistance due to the strong magnetic 
field and the deterioration of heat transfer coefficient. To reduce these 
defects, we propose a new heat rejecting method using a two-phase 
flow. In this configuration, a cooling pipe cooled by helium flow is 
installed to extract heat from lithium. Adding to that, helium bubbles 
are properly injected into liquid lithium to avoid local overheating 
of lithium and blanket walls. Tritium produced in liquid lithium is 
taken away by helium bubbles. By this method, it becomes possible 
to reject an adequate heat from the blanket of the nuclear fusion re­
actor. 

In the multipurposed high temperature helium gas cooled reactor, 
the energy is used not only for electric power generation but also for 
steel-making, various chemical industries, and coal gasification. 
Therefore, it is required that heat exchangers between the primary 
and secondary loops be used in the high temperature region of 
900-1000° C and have a high overall heat transfer coefficient. The 
following can be considered as one of such heat exchangers, where 
helium of the primary loop flows in the tube installed in the liquid 
metal vessel and the gas in the secondary loop rises up as bubbles in 

the liquid metal which works as an intermediate heat exchange me­
dium. In the research and development of the heat exchangers men­
tioned previously, it is essential to clarify the heat transfer and hy­
drodynamical performances of two-phase flows in liquid metals. 
However, they have scarcely been studied so far. As a primary step 
to clarify these points, this paper reports experimental results of the 
behavior and hydrodynamical performance of bubbles in mercury 
which is used as the liquid metal with and without a magnetic 
field. 

In the case without a magnetic field, many studies have been carried 
out on the movement of bubbles rising in liquids, especially in water. 
There is a study by Haberman and Morton [l]1 over a wide Reynolds 
number region. Haberman and Morton and Peebles and Garber, et 
al. [2] used several other liquids but not liquid metals. Theoretical 
solutions have been obtained for several cases: by Rybczynski and 
Taylor [3] in the small Reynolds number region, by Moore [4] in the 
large Reynolds number region, and by Davis, et al. [5] for spherical 
cap bubbles. However, as its performance depends not only on 
Reynolds number but also on the surface tension, the behavior of the 
bubble in the liquid metal should be different from that in water and, 
therefore, the performance should differ. In addition, since liquid 
metal is not transparent, it is not possible to observe the behavior of 
bubbles and, therefore, we have seen no experimental studies of the 
motion of bubble so far except for one paper by Davenport, et al. [6], 
who studied the behavior of very big bubbles in mercury. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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Fig. 1 Experimental apparatus (a) (b) 
Fig. 2 Schemata of nozzle and probe 

On the other hand, few studies on the hydrodynamical behavior 
of bubbles in an electrically conducting liquid with a magnetic field 
have been reported. The theoretical studies that have been reported 
so far in this related field are on the flow field around a nonconducting 
solid sphere [7] under aligned [8] and transverse [9] magnetic fields 
in the small Reynolds and Hartman numbers region. Experimental 
studies of the motion of solid sphere under the transverse magnetic 
field in the large Reynolds number region by Tsinober, et al., and 
Kalis, et al., whose results are reviewed by Lielausis [7]. As the bubbles 
change shape in accordance with the intensity of the magnetic field, 
their hydrodynamical behavior is considered to be different and more 
complex than that of solid spheres. 

From these points of view, the primary purposes of this paper are 
to assure a method of accurately measuring bubble shapes and their 
rise velocities in mercury with an electrical triple probe. The second 
is to obtain the hydrodynamical relations among the drag coefficient, 
the shapes of bubble, Weber number and Reynolds number without 
a magnetic field by using this method and to compare our experi­
mental results with the theoretical results reported so far. As the third 
step, the results obtained by measuring the behavior of a single bubble 
in a transverse magnetic field are discussed. 

Experimental Apparatus 
The diagram of the experimental apparatus used to measure the 

behavior of bubbles in mercury is shown in Fig. 1. A glass mercury-

container, 500-mm high with a 75-mm ID, is installed at the center 
of a uniform magnetic field that has a height of 300 mm, a width of 
85 mm, and a depth of 100 mm. The bubbles in the mercury travel 
across this magnetic field, whose intensity can be set on several dis­
crete values between 0 and 1.5 T. About 250-300 mm of the container 
was filled with mercury. The bubbles were blown into the mercury 
from the bubble blowing nozzle installed at the bottom of the con­
tainer and the bubbles rose up through the mercury. In the present 
experiment, the bubbles were of nitrogen. The electrical triple probe 
installed at the upper part of the mercury container was traversed up 
and down in mercury. In the present study, the shapes and rise ve­
locity of the bubbles were obtained by a statistical calculation of the 
signals obtained from the electrical triple probe under the assumption 
of the uniformity of the bubble equivalent diameter. For this purpose, 
a nozzle that generates bubbles of uniform diameter was developed. 
This nozzle, shown in Fig. 2(a), consists of two coaxial nozzles. The 
diameter of a bubble was determined by the outer nozzle diameter 
and the number of bubbles generated per unit time was determined 
by the inner nozzle diameter. The diameter of the outer nozzle used 
was 0.2-6 mm and that of the inner nozzle 10 nm. The generation rate 
of bubbles was determined by fixing the interval between the suc­
ceeding bubbles so as not to affect each other [11]. The rate of bubble 

•Nomenclature. 

a = radius of bubble in x -direction 
B = intensity of magnetic field 
b = radius of bubble in y -direction 
Co = drag coefficient = 8gRm/3U2 

d = distance between electrodes A and C 
g = acceleration of gravity 
H = height of bubble 
J = ratio of intersecting probabilities 
K = nondimensional parameter related to a, 

b, d, and 6 
L = distance between nozzle and probe 

I = distance between electrodes A and B 
M = nondimensional physical property = 

g))4/p<73 

N = interaction parameter = 2yB2Rm/pU 
Re = Reynolds number = 2URmpli\ 
Rm = equivalent radius of bubble 
At = delay time 
U = rise velocity of bubble 
V = volume of bubble 
We = Weber number = 2pU2Rmla 
x = distance along magnetic field 

y = distance normal to x and z axes 
z = vertical distance 
a = angle of rise 
7 = electrical conductivity 
p = density 
r] = viscosity 
a = surface tension 
6 = angle between x axis and line connecting 

electrodes A and C 
Xx = aspect ratio = 2a/H 
Xy = aspect ratio = 2b/H 
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generation was measured by the platinum wire electrode placed be­
tween the inner nozzle and the outer nozzle. 

The outline of the electrical triple probe used in the experiment is 
shown in Fig. 2 (6). The probe consists of two electrodes A and B, 
which are placed in the same direction as that of the bubbles move­
ment, and the electrode C placed parallel to the electrode A. The angle 
8 between the direction of the magnetic field and a line connecting 
the electrodes A and C in a horizontal plane can be varied arbitrarily 
by rotating the probe around its axis. The electrode of platinum wire 
is coated with glass but the end point is exposed. In the present study, 
probes of various sizes were prepared according to the bubble diam­
eters; the distance d between the electrodes A and C was 1-5 mm, the 
distance t between the electrodes A and B was 1-2 mm, the diameter 
of the platinum wire for the electrode was 0.03 mm, and the outer 
diameter of the coating glass of the electrode was less than 0.1 mm. 
The bubble shape and its rise velocity were obtained from the output 
signals from the three electrodes A, B, C, and the electrode D set in 
the bubble generating nozzle. 

Principle of Measurement 
The shape and rise velocity of the bubble in mercury could not be 

measured from visual observations since mercury is opaque. However, 
if the position of the probe relative to the bubble center when the 
bubble comes up to the horizontal plane including the electrodes A 
and C is assumed to be statistically random and if the shape and rise 
velocity of the bubble is assumed to be same for all the bubbles in an 
experiment, the bubble shape and rise velocity can be obtained by 
treating the three signals statistically. Although the details of the 
method of measurement have already been reported [10] for bubbles 
having axisymmetric shapes, there is a need for developing a new and 
different method of measurement for the cases with a transverse 
magnetic field since bubbles are considered to be deformed from the 
axisymmetric shape. 

The output signals from the electrodes A, B, and C of the triple 
probe and the electrode D installed in the nozzle are assumed as in 

Fig. 3 (a) corresponding to the relative positions of the probe and the 
bubble as shown in Fig. 3 (b). The electric circuit for the electrodes 
is so designed as for the output signal to be of a low level when the 
electrode is in mercury, and to be of a high level when in the bub­
ble. 

Bubble Rise Velocity U and Angle of Rise a. Except the region 
of several centimeters above the nozzle, the rise velocity is considered 
to be constant and terminal. By traversing the triple probe in the 
vertical direction as to change the distance L between the electrodes 
A and D, the region where the bubble has its terminal velocity is ob­
tained. The terminal rise velocity of the bubble U may be given as 
follows, 

U(L) = dL/dAtDA (1) 

where At DA is the time needed for the bubble to reach the electrode 
A from the electrode D. A different velocity U' can also be calculated 
from the following relation, 

w = e/AtAB (2) 

where MAB is the time needed for the bubble to reach the electrode 
B from the electrode A. Due to such effect as that of spiral motion of 
the bubble, the standard deviation of MAB is between 10 and 20 
percent. The value of U and U' do not always agree and, generally, 
U' takes larger value than U. The difference of U and U' is considered 
to be mainly caused by the fact that the bubble would not always rise 
vertically in the mercury. Assuming that the bubble rises with the 
angle a between the vertical axis and its own rising direction and that 
its velocity is taken as Ur, the component to the vertical direction is 
Urcosa which is equal to the velocity U given by equation (1). On the 
other hand, the orthographic projection of the length t between the 
electrodes A and B to the rising direction of the bubble is ̂ cosa, and 
as the time required for the bubble going through this distance is AtAn, 
Ur is equal to (cosa/AtAB- Consequently, the relation among Ur, U, 
and V can be expressed as follows 

Therefore, 

Ur = £cosa/AtAB = U'cosa, U = £/rcosa 

U/U' = cos2a 

(3) 

(4) 

By making use of the measured values of U and U' and of equation 
(4), the angle of rise a can be calculated. 

Shape of Bubbles Observed From Above. The direction of the 
magnetic field in the horizontal plane is taken along * axis and the 
directions normal and vertical to it are taken along the y and z axes, 
respectively. The center of the nozzle is taken as an original point. We 
now assume that the shape of a bubble can be written in the form of 
the following elliptic equation when x0, yo and z0 are the distances 
from the center of the ellipsoid to the bubble surface. 

a2 b2 H2 ~ 
(5) 

As the triple probe can rotate around its axis, an angle between the 
line connecting the electrodes A and C and the x axis in the horizontal 
plane is indicated by 8. 

The ratio J of Pflnd, the probability that the bubble intersects both 
electrodes to Por, the probability that the bubble intersects at least 
one of the electrodes, can be obtained as a function of (a/d, b/d, 8). 
The value of a/d and b/d can be determined uniquely by measuring 
the values of J for two angles of 8, then a and b can be obtained from 
the measured value of d. When the center of the bubble is completely 
taken at random relative to the electrodes A and C, the following 
equations hold. 

sin-1[Vl-(2X)"2] - Vl-(2K)-2/2/f 

' - " • ( = 5 62 '-)} 
-1/2 

(6) 

If 8 = 0 and TT/2, then Ka = a/d and KT/2 = b/d, respectively. Thus, 
o and b can be separated completely, and, furthermore, they can be 
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Fig. 4 Relation between J and K 

determined from the measurements of Jo and J„/i by using d and 
equation (6) which is shown in Fig. 4. 

Equivalent Radius and Height of Bubble. The equivalent ra­
dius of a bubble is defined by the following relation from the measured 
volume under the assumption that the bubble is spherical. 

Rm = (3V/4XF3 (7) 

The volume of the bubble V at atmospheric pressure is obtained from 
the measured flow rate of gas and the rate of bubble generation 
measured by the electrode D. The volume at the triple probe is cal­
culated from the correction of the pressure by the mercury head. On 
the other hand, the bubble height H can be also calculated from the 
following geometrical relation among Rm, a, b, and H. This relation 
was obtained from integrating equation (5). 

H=2Rm
3/ab (8) 

If the center of bubble is assumed to be completely at random when 
the bubble intersects the triple probe and also if the biibble is to rise 
up vertically, the probability that the time needed for the probe to 
pass through the bubble, T(AtA), is less than At A (signal width from 
electrode A) may be given as follows. 

T(AtA) = (UAtA/H')2 
(9) 

The relation between T(AtA) and At A is first obtained from experi­
ment and then, by drawing the most suitable quadratic curve corre­
lating these experiment values, the value of the bubble height H' can 
be obtained from the curve and by use of U and equation (9). In the 
present experiment H' of equation (9) is only employed here to check 
H of equation (8). 

Experimental Results and Discussions 
Preliminary Experiments. Preliminary experiments were to 

check the validity of the assumption in the preceding chapter and the 
accuracy of the experimental setup. The intersecting frequency of 
bubbles to an electrode in a horizontal plane was measured under the 
condition of no magnetic field. Consequently, its uniformity together 
with the uniformity of the bubble diameter was ascertained. The rise 
velocity of the bubble given by equation (1) was made sure to be 
constant through the whole region excluding the part close to the 
nozzle. The deviation of AtAB was observed to be about five times that 
of At DA • This can be explained by the spiral motion of the bubble. 

In our experiments, the values of the bubble height obtained from 
equations (8) and (9) agree within the accuracy of about 30 percent. 
This is due to the shape and spiral motion of bubbles. 

Cases Without a Magnetic Field. In the case without a magnetic 
field, the hydrodynamical behavior of a gas bubble in liquid metal in 
the gravitational field can be expressed by the following four nondi-
mensional parameters as the density and viscosity of gas can be gen­
erally neglected [12]: 

Reynolds number : Re = 2URmphi 
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Weber number : We = 2U2Rmp/a 
drag coefficient : Co = 8gRm/3U2 

aspect ratio : Xx = 2a/H, xy = 2b/H (x = x* = Xy) (10) 

The following nondimensional parameter introduced by Schmidt 
[13] is often used instead of We: 

M = gyVpo3 = SWe3CD/4Re4 

M = 3.94 X 10-14 for mercury is much different from 2.57 X 10~u for 
water. According to the theoretical analysis [12] reported so far, the 
aspect ratio x is equal to unity (x = 1) and Co is a function of Re for 
We « 1, and its functions are CD = 16/Re for Re « 1, and Co = 48/Re 
for Re » 1. 

Once w§ start to increase with the increase of Re, the deformation 
of the bubble begins. For large Re, the dynamic pressure is predom­
inant and Co is independent of Re, We having a constant value of 2.65 
[5]. In the intermediate Reynolds number region, Moore [4] and Sawi 
[14] made theoretical analyses in consideration of the deformation 
of the bubble and reported the following relations. 

CD = (48/Re)-Gi(x) 

We = G2(x) 

(12) 

(13) 

whose functions Gi(x) and G2(x) are given in their papers. 
The realizable size of the stable bubble rising in mercury based on 

our experimental results is a diameter of about 0.5-5 mm and their 
Re covers 103-104. In this Reynolds number region, the hydrody­
namical behavior of bubble changes considerably. In the smaller 
Reynolds number region of near 103, x = 1-0 and Co = 48/Re. With 
the increase of Re, the bubble deforms from the spherical shape and 
begins to rise spirally upward. Then, CD, which depends only on M, 
starts to increase with Re. With the further increase of Re, the bubble 
begins to have a shape of a spherical cap and starts to rise vertically. 
The results of the present experiments are shown in Fig. 5, where Rm 

included in Re is calculated from equation (7), U from equation (1), 
Co and Re from equation (10) and a from equation (4). In defining 
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Fig. 6 Relation between x and We 

Co, the vertical component of the rise velocity U is used in consid­
eration of a well-accepted usage. As seen from Pig. 5, the realizable 
region of bubbles in mercury is transitional between the region of the 
spherical bubble (Co = 48/Re) and that of the spherical cap bubble 
(Cp = 2.65). In this transitional region, symmetrical and asymmetrical 
deformations, and the spiral upward motion of the bubble play an 
important role. The theoretical curve suggested by Sawi [14] in con­
sideration of slight symmetrical deformation is shown in Fig. 5 for M 
= 3.7 X 10~14, which is little different from that of mercury. This curve 
is in good agreement with our experimental results for rather small 
Reynolds number region. With the increase of Re, due to the asym­
metrical deformation and intense spiral motion, a deviation appears 
between them. With the further increase of Re, the experimental re­
sult of Co approaches the constant value of 2.65. 

On the other hand, Mendelson [15] considered that the behavior 
of rising bubble is similar to the behavior of surface waves, and gave 
the following equation by using Eotvos number E = 4gpRm

 2/<x, 

Co-
8 E 

34 + E 
(14) 

The relation between Re and Cu is obtained from equation (14) by 
using equation (10) as follows. 

Re = = f M 

l6C0 ('-ic»): 31-1/4 
(15) 

As shown with a three-dotted chain line in Pig. 5, equation (15) agrees 
very well with our experimental results. However, as in this Re region 
the deformation and spiral motion of the bubble gives the essential 
effect on the hydrodynamical performance, it should not be hastily 
concluded that equation (15) would be in general applicable to the 
bubble motion in liquid metal, and a more detailed hydrodynamical 
study based on a physically acceptable model and applicable to MHD 
problems may be required. 

The relation between We and the aspect ratio x is shown in Fig. 6, 
where the solid line indicates the theory by Sawi given in equation 
(13). The theory is found to be applicable up to about x = 2.0, after 
when We tends to be saturated. The experimental results indicate a 
different tendency in larger % region. 

For more direct and easier understanding, the relation between the 
rise velocity of bubble U and the equivalent radius Rm is shown in Fig. 
7, where circles indicate the experimental results and the solid line 
expresses the theory by Sawi [14]. U increases proportionally to Rm 

at the beginning, but, it then starts to decrease once a symmetric 
deformation begins. With the further increase of Rm, the spiral motion 
induced by the asymmetric flow separation increases. However, this 
spiral motion begins to decrease when a further deformation of bubble 
starts to take place due to the increase oiRm, and U begins to increase 
again. Then large bubbles come to have a spherical cap shape and the 
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drag coefficient becomes constant. This means that U begins to in­
crease in proportion to VRm . 

From this result, it is concluded that the behavior of bubbles in 
liquid or even in liquid metal such as mercury or lithium, is predicted 
partly from the theory by Sawi [14] or Moore [4] in the intermediate 
Reynolds number region and mostly from our experiment. 

Cases With a Magnetic Field. As shown in Fig. 7, when bubbles 
rise in mercury in the gravitational field, the effect of the deformation 
of bubble and the structure of wake play a very important role. When 
the deformation of bubble becomes three-dimensional due to the 
transverse magnetic field applied, the rise velocity U is thought to 
change in a very complicated way according to the equivalent radius 
Rm and the intensity of the magnetic field B. The following interaction 
parameter N is now introduced to write the intensity of the magnetic 
field B in a nondimensional form. 

N = 2yB*Rm/pU (16) 

Xx and Xy change due to the magnetic field applied in x -direction. 
For a bubble of Rm = 2.88 mm with a shape of spherical cap, the 

relation between CDICD0 and N is shown in Fig. 8, where CDo is the 
drag coefficient in the case of N = 0. The dots denote the experimental 
results while the broken line shows the result obtained by Tsinober, 
et al., and Kalis, et al. [7] for a solid sphere in a transverse magnetic 
field. For larger bubbles, the general tendency of Cn/Cna is similar 
to the case of a solid sphere but tends to take a constant value when 
N is large. This is due to a stable wake of a spherical cap bubbles. 
However, the different tendency between a bubble and a sphere is 
considered to be due to the three-dimensional deformation of bub­
ble. 

The rise velocity of a bubble of Rm = 1.18 mm, whose spiral motion 
is remarkable, is shown in Fig. 9 against the intensity of the magnetic 
field B. Unlike in the case of Rm = 2.88 mm, the rise velocity once 
increases with B (CD/CD0 decreases), and it then starts to decrease. 
In the figure U' and Ur, obtained from equations (3) and (4), re­
spectively, are also indicated. The angle of rise a of this size of bubble 
is large corresponding to the large difference between U' and U when 
B = 0. The angle of rise a decreases monotonously with the increase 
of the intensity of the magnetic field B. The bubbles rise up vertically 
when B is about 1.5 T. On the other hand, the ratio of the number of 
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Fig. 8 Relation between C0/C0a and v W 

bubbles that intersects either of the electrodes A and C to the number 
of bubbles generated from the nozzle increases monotonously with 
the increase of B. In the neighborhood of B = 1.5 T when the nozzle 
is set a little below the lower edge of the magnetic pole face, up to 
about 90 percent of the bubbles generated reach the electrode A, while 
for B = 0 only 15 percent intersects the electrode. This indicates that 
bubbles rise vertically with the increase of the intensity of magnetic 
field. Prom these results, it is understood that in case of bubbles of 
Rm = 1.18 mm the spiral motion of bubble is prevented by the mag­
netic field and the bubble rises vertically. This explains the reason 
why U increases slightly, thus Co decreases with the increase of B in 
the small B region. 

Using the intensity of the magnetic field B, as a parameter, the 
relation between the rise velocity U and the equivalent radius Rm is 
shown in Pig. 10. The bubbles of Rm = 1.93 mm have a tendency that 
is intermediate between that of bubbles of Rm = 2.88 mm in Fig. 8 and 
those of Rm = 1.18 mm in Pig. 9. A similar tendency is seen for bubbles 
of Rm = 0.87 mm and Rm = 1.18 mm. 

Conclus ion 
A method of accurately measuring the bubble shape and their rise 

velocity with an electrical triple probe in nontransparent liquid such 
as liquid metal is proposed. The hydrodynamical behavior of the 
bubble in mercury is experimentally studied for both cases with and 
without a magnetic field and the following conclusions have been 
obtained. 

1 The rise velocity, the equivalent radius and the horizontal radii 
of the bubble are accurately obtained over a wide realizable Reynolds 
number region. 
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2 The results obtained for the case without a magnetic field show 
that the hydrodynamical characteristics of the bubble are divided into 
three regions according to the Reynolds number and, with the increase 
in the bubble diameter, the bubble shape changes from spherical 
shape to flat and the rise velocity decreases. However, with a further 
increase in the diameter, the bubble comes to have a semispherical 
shape and the rise velocity starts to increase with the diameter. The 
drag coefficient and the aspect ratio of the bubble are expressed by 
the Reynolds number and the Weber number, and, the relations 
among them agree well with the theoretical prediction made by 
Sawi. 

3 In a magnetic field, the effect of the magnetic field plays a large 
part depending on the bubble radius. The bubble of about Rm = 3 
mm, whose shape is nearly a spherical cap, has a tendency similar to 
that of a solid sphere in a magnetic field. On the contrary, the rise 
velocity of a small bubble of about Rm = 1 mm, whose spiral motion 
is very strong in no magnetic field, shows a temporary increase with 
the increase of the intensity of the magnetic field. This is thought that 
the spiral motion is prevented by the magnetic field. 
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Role of Taylor Instability on 
Sublimation of a Horizontal Slab of 
Dry Ice1 

Sublimation of a horizontal slab of dry ice (^190 K) placed beneath a pool of warm water 
or benzene (278-340 K) has been observed experimentally. Data for the heat transfer coef­
ficient have been obtained in both steady and quasi-static states. The heat transfer coeffi­
cient for this pseudo film boiling process is found to be strongly dependent on the pool 
temperature. In the temperature range of stable film boiling, the heat transfer coefficient 
depends on the laminar or turbulent nature of the gas film. However, when the pool tem­
peratures are such that a stable film can no longer be maintained, and the overlying liquid 
starts to freeze at the interface, the heat transfer coefficient data are correlated with the 
parameter CpATf/hsf for the liquid. Post-experiment visual observations of the dry ice sur­
face show the presence of valleys and ridges arranged in a nearly square array spaced 
about one Taylor wavelength apart. An application of the present study to the fast reactor 
hypothetical accident situations in which a pool of molten fuel may be formed on horizon­
tal steel surfaces is discussed. 

Introduction 

The Taylor instability concept has been applied in the past to de­
scribe many diverse physical phenomena such as maximum and 
minimum pool boiling heat fluxes, film condensation on the underside 
of a plate or tube, bacteria growth patterns on horizontal surfaces, and 
so on. The objective of this paper is to apply the same concept to study 
the heat flux from a liquid pool to a melting surface underneath, when 
the density of the melted phase is less than the pool density and the 
two fluid phases are immiscible. 

In 1950, Taylor [l]2 discussed the instability of the horizontal in­
terface between two ideal incompressible fluids of infinite depth. He 
showed that the irregularities at the interface tended to grow if the 
acceleration was directed from the heavier fluid to the less dense fluid 
placed underneath. Bellman and Pennington [2] extended Taylor's 
analysis to take into account the interfacial surface tension and the 
viscosities of the two fluids. For a simple case in which only surface 
tension at the interface was considered, they obtained analytical ex-
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pressions for the "fastest growing" unstable wavelength and its growth 
rate. 

Zuber [3] in 1959, made the first successful attempt to apply the 
hydrodynamic instability concepts to the maximum and minimum 
pool boiling heat fluxes on horizontal infinite heaters. Zuber argued 
that the steady cyclic release of bubbles at discrete locations in film 
boiling was a classical example of Taylor instability. He proposed that 
near the minimum heat flux the bubble-releasing nodes lie on a square 
grid with spacing bounded between the wavelengths of the fastest 
growing and "critical" Taylor waves. Using the two-dimensional 
wavelength for the fastest growing wave at the interface of two inviscid 
fluids of infinite depth and assuming that two bubbles were released 
per cycle, Zuber was able to obtain an expression for the minimum 
heat flux from purely hydrodynamic considerations. 

Subsequently, Berenson [4, 5] made several careful observations 
of the minimum heat fluxes for carbon tetrachloride and pentane 
boiling on flat plates. Berenson rederived Zuber's expression for the 
minimum heat flux by restricting the bubble spacing to the fastest 
growing Taylor wavelength and by determining the bubble growth 
rate from experimental data rather than time averaging it over the 
amplitude as Zuber had done originally. However, Berenson kept 
Zuber's original assumptions of a two-dimensional Taylor wave 
growing at the interface of twojinviscid liquids of infinite depth and 
a release of two bubbles per cycle. 

Employing a simple geometrical model of the film boiling process, 
Berenson also obtained an expression for the film boiling heat transfer 
coefficient near the minimum. An expression for the minimum tem-
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perature difference between the heater and the saturation tempera­
ture of the liquid to sustain film boiling was then obtained from the
expressions for the minimum heat flux and the heat transfer coeffi­
cient.

Shortly after Berenson's work, results of experimental observations
of film boiling of water and Freon-ll on a 20 cm square horizontal
plate made out of aluminum were reported by Hosler and Westwater
[6]. The observed minimum heat flux and minimum temperature to
sustain film boiling were found to be significantly higher than Ber­
enson's prediction. However, Berenson's prediction for the heat
transfer coefficient in film boiling was found to be only slightly lower
than the data. Hosler and Westwater's study was the first of its kind
which provided photographic observation of the possible existence
of the Taylor wave pattern during film boiling. From the photographs,
the maximum bubble diameter at departure was observed to be 0.73.\.
The classical picture of the bubble release pattern taken by Hosler
and Westwater was further discussed by Lienhard and Schrock [7].
They showed that two different square arrays with their border points
related to one another could be drawn through the bubbles. They
suggested that the bubble release pattern appeared disordered be­
cause ofthe phase angle drift between the bubble-releasing nodes or
due to possible horizontal movement of the bubbles as they rise
through the pool.

Recently Sernas, et al. [8] showed that a three-dimensional fastest
growing wave of wavelength V2.\ will, in fact, also give rise to a square
grid with a spacing equal to the wavelength, .\, of a two-dimensional
wave. In a square grid of size .\ one bubble would be released alter­
nately from each of the nodes and antinodes during one cycle, whereas
in a V2.\ grid, four such bubbles will be released per cycle. Justifica­
tion for the use of an infinite depth of the vapor blanket and for as­
suming the two fluids to be inviscid, while calculating the Taylor
wavelength during film boiling, has been provided by Lienhard and
Dhir [9].

The aim of the present study is to show how Taylor instability may
govern the heat transfer from a liquid pool to a subliming solid surface
underneath. The physical situation is created by placing a slab of dry
ice underneath a pool of warm water or benzene. The results of this
study may be helpful in making preliminary assessment of the wall
heat transfer during a hypothetical core disruptive accident in a
LMFBR when a pool of molten U02 may form on a steel surface. Al­
though, heat transfer from molten U02 to steel would result in melting
rather than sublimation of steel, the basic mechanism should remain
the same as long as the lower liquid is lighter than the upper liquid
and the two liquids are immiscible.

Pseudo Film Boiling Heat Transfer Models
Visual observations made after placing a horizontal slab of dry ice

beneath a pool of warm water showed that the solid surface was im­
mediately covered with a shiny gas blanket from which CO2 bubbles
started to leave in a very regular fashion. The interface wave pattern
oscillated initially, but soon the surface pecame uneven and a standing
wave pattern was established. During each cycle, the interface was
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Fig. 1 Pseudo 111m boiling on a slab o~ dry Ice

found to grow, collapse, and regrow at the same location rather than
alternate between nodes and antinodes as observed in film boiling on
flat plates and cylinderical heaters. Fig. 1 shows the bubble-release
phenomenon from a horizontal slab of dry ice. The regrowth of the
interface at the nodes of the detached bubbles can be seen very clearly
in the picture, whereas the antinodes which coinci\:le with the valley
on the surface remain inactive.

Laminar Film. As long as the temperature difference between
the heater and the sublimation temperature of the dry ice is such that
a cyclic release of CO2 bubbles can be maintained, a stable gas film
will blanket the dry ice surface. In order to derive an expression for
the heat transfer coefficient in the pseudo film boiling process, we
assume a geometrical model similar to that of Berenson [4J. The two
geometrical models are shown in Fig. 2. In classical film boiling, two
bubbles, one each from a node and an antinode, are released per >-.2
area per cycle. However, in the pseudo film boiling process only one
bubble is released from the nodes per >-.2 area per cycle. The antinodes
which coincide with the local valley in the solid surface do not con­
tribute any bubbles. The reason that no bubbles are released from the
valleys is probably that the interface there cannot overcome the
pressure due to negative curvature. The valleys and ridges in the
surface are, in turn, created by uneven sublimation of the solid surface
underneath a growing bubble and a thin film. We also make certain
other assumptions regarding various thermal and hydrodynamic
parameters. Some of these assumptions are similar to those of Ber­
enson and are:

(i) The temperature in the overlying pool ofliquid is uniform and
the temperature at the liquid-gas interface is the same as that of the
liquid.

(ii) The dry ice surface is at its sublimation temperature and a
negligible amount of heat is conducted into the slab. This assumption

_____Nomenclature' _

Cp = specific heat of the liquid
Cu = constant volume specific heat of the

gas
D = bubble diameter
g = gravitational acceleration
h =heat transfer coefficient
hsl = liquid latent heat of fusion
hsg = latent heat of sublimation
kg = thermal conductivity of the gas
Nu = Nusselt number, hA/kg
q = heat flux, subscript min denotes mini­

mum heat flux
Re = Reynolds number, qA/ttghSg
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r = radius
T, TH, Tc = temperature, subscripts Hand

C denote temperatures of the liquid and
the solid surface, respectively

V = mean film velocity in the radial direc­
tion

V = velocity in the vertical direction
Vs = gas evolution velocity at the solid sur­

face
t:J.p =pressure difference
t:J.T =difference between the pool tempera­

ture and sublimation temperature of dry
ice at one atmosphere, subscript min de­
notes minimum temperature

t:J.TI = difference between the pool temper­
ature and the freezing temperature of the
liquid

y = ordinate perpendicular to solid surface
o= gas film thickness
.\ = wavelength of the fastest growing

two-dimensional Taylor wave, 211" V3
Va/g(PI - Pg)

Ilg = gas viscosity
PI, Pg =liquid and gas densities, respective­

ly
u = surface tension between liquid and gas
Tw = wall shear stress
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Bubble Releasing Nodes of a 
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per Cycle) 

. Melting Surface 
q 

Pseudo-film Boiling Process 

B. PRESENT MODEL 
Heat Transfer Model 

Fig. 2 Film boiling models 

will be true if the dry ice slab had been in storage for some time prior 
to experiments. 

(iii) The gas film is thin and the gas velocity in the film is small 
so that the inertia of the film can be neglected. The gas evolution 
velocity at the surface of the solid is also very small so that the tem­
perature distribution in the film can be assumed to be linear. 

(iv) The flow of gas in the film is laminar. A no-slip condition 
exists at the solid surface. The choice of the right boundary condition 
at the liquid-gas interface is not easy. Thus, we decide a priori that 
conditions between slip and no-slip exist at the liquid-gas inter­
face. 

(v) The effect of evolution of gas at the surface of the solid in re­
ducing shear stress and heat transfer at the wall is small. We will check 
this assumption and assumption (iii) after we have completed the 
analysis. 

(vi) The kinetic energy of the gas is small in comparison with the 
enthalpy change. 

(vli) The gas properties are evaluated at an average temperature 
of the liquid and the dry ice surface. 

(viii) The gas flows radially into the bubble and the bubble 
spacing is unaffected by the gas flow. 

(ix) The average bubble diameter is 0.4X and the average bubble 
height prior to break-up is about 0.3X. Hosier and Westwater [6] ob­
served that the maximum bubble diameter was 0.73X; however, the 
average diameter could be considerably less. Fig. 1 suggests that 0.4X 
is a realistic bubble diameter. 

Now, we replace the area feeding one bubble by an equivalent cir­
cular area of radius X / v ^ , with a center coinciding with the center 
of the bubble area (r = 0.2X) as projected on the solid surface. The 
configuration details are given in Fig. 2(6). For a film of constant 
thickness, d, a simple energy balance at the surface of the solid gives 
the gas evolution velocity in the vertical direction as3 '4 

Va (1) 
5pghsg 

The mean film velocity, U, in the radial direction is related to the gas 
evolution velocity, Vs, through the relation 

— U X2 - TIT2 

Pg2rrSU = (X2 - irr*)pgVs or — = (2) 
Vs 2irro 

3 Symbols are explained in the Nomenclature section. 
4 The gas density at the surface will actually be slightly higher than the mean 

gas density used in equation (1). However, as seen from equation (4) it does not 
effect our subsequent analysis. 

Combining equations (1) and (2), the mean radial gas velocity can be 
written as 

_ U T X 2 -

ed litrh 
(3) 

The mean radial velocity for a no-slip condition at the surface of 
the solid and a condition between a rigid boundary and slip boundary 
at the liquid-gas interface can be written in terms of the radial pres­
sure gradient as 

7.5 dr \ig 

Elimination of U from equations (3) and (4) results in 

dp 
<7.5 

HgkgAT\2-Trr2 

2irr 

(4) 

(5) 
PghsgS4 

For a constant 5, the integration of equation (5) between points 1 (r 
= X / v Q and 2 (r = 0.2X) shown in Fig. 2(6) gives 

M A A T X 2 

(Aph_2 = 7.5 
Pghsgd

4 
• (0.300) (6) 

The hydrostatic pressure difference between points 1 and 2 can be 
written as 

(Ap)i_2 = 0.3X(P/ - Pg)g - - £ - (7) 

From equations (6) and (7), the pressure can be eliminated to give 

2cr l.bpgkgkTX2 

• (0.3) (8) o.3MPf-Pg)S 02X pghsgS< r 

The wavelength for the fastest growing two-dimensional Taylor 
wave in inviscid liquids of infinite depth is 

X = 2-KVZ V<r/g(pf - pg) 

Use of equation (9) in (8) gives 

PgkgAT 
S = 2.44 V—M 

g(pf~ Pe)i 

1/4 

(9) 

(10) 
-Pghsgg(pf - Pg) g(pf - pg)-

The foregoing equation for 5 has been arrived at by considering that 
all the heat supplied to a unit cell is transferred through the film 
covering the area between the adjacent bubbles only, and no heat is 
transferred through the bubble itself, 'fhus, to obtain an average film 
thickness, which will give the same total heat transfer as the foregoing 
equation, 6 should be multiplied by the ratio of the total area of a unit 
cell to the area not occupied by the bubble. This results in 
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5 = 2.77 
M A A T 1/4 

( H ) 
LPghsgg(pf - pg) * g(pf-pg)} 

Finally, an expression for the heat transfer coefficient in the laminar 
film is obtained as:6 

h = - •• 0 . 3 6 
ke

3hSBpg(pf - ps)g p / 4 
Pg)g I 1 

- P « ) J 
(12) 

Equation (12) for the pseudo film boiling process predicts a heat 
transfer coefficient 15 percent below Berenson's prediction for film 
boiling on infinite flat plates. The decrease in heat transfer coefficient 
in the pseudo film boiling process considered here is due to the pres­
ence of a thicker vapor film resulting from release of only one bubble 
per X2 per cycle as compared to release of two bubbles in classical film 
boiling. 

At this point we digress for a while and check the Validity of our 
assumptions (iii) and (v). The steady-state energy equation in the film 
can be written as 

dT d2T 
(13) 

dy " dy2 

In equation (13), V is the velocity in the vertical direction and is 
maximum at the surface of the solid. As seen from equatioh (2), the 
ratio of radial t6 gas evolution velocity, U/Vs, varies significantly along 
the flow path, being minimum at r = XA/jr and maximum at r = 0.2X. 
To carry out an order of magnitude analysis, we first obtain an average 
value of U/V, over the surface area feeding one bubble. 

U\ 1 _ rV^\2->irr2 

27T Jo.2 V.Iavg X 2 - ( 0 . 2 X ) 2 

u_\ 
Vs I avg 

-dr 

0.21 • (14) 

The velocity in equation (13) can be nondimensionalized by choosing 
[/avg as a velocity scale and X as the length scale. Using the same 
symbols for y and 5 in both dimensional and nondimensional form 
and defining 

Re = 
qX 

6 = 

M A « 

T-Tc 

TH-TC 

equation (13) becomes 

5 dd 

0.21 dy ' 

S 1 

0.21 6 

1 

1 d2B 

" RePr dy2 

1 1 

RePr S2 

0(10-2) 0(104) 

(15) 

Typically, the wavelength may be about 2.5 cm, and the gas film 
thickness approximately 5 X 10""3 cm. The order-of-magnitude 
analysis of equation (15) then shows that for 8 of the order of 10~2 and 
RePr of the order of 10 or 100, the convective term on the left-hand 
side is at least two orders of magnitude smaller than the conductive 
term. Thus, for an inertialess film in which Re is small, the neglect of 
the convective term in the energy equation imposes little error and 
our assumption of linear temperature profile in the film is valid. 

The effect on shear stress of the evolution of the gas at the surface 
of the solid is also expected to be small. As seen from Schlichting [10, 
pp. 369-376], for small film Reynolds number, the effect of uniform 

6 Equation (12) does not contain a correction to hsg for the sensible heat of the 
gas. This is done to facilitate comparison of predictions with the data, where 
the sensible heat of the gas was accounted for separately. However, the cor­
rection is small. 

blowing with Vs/U\avg of the order of 10~2, will be to reduce the drag 
by only a few percent. 

In the present work we have not attempted to obtain expressions 
for the minimum heat flux and the minimum temperature to sustain 
pseudo film boiling on a horizontal surface, but will use Berenson's 
predictions to compare our results. Based on carbon-tetrachloride 
and pentane data, the expressions for the minimum heat flux and the -
minimum temperature were given by Berenson as: 

<?min = 0.09 pghfg — — " 
L (Pf + Pg) J lg(pf- Pg)-i 

1/4 

(16)' 

and 

ATm i n = 0.127 Pghfg [SJPf ~ Pg) \g(pf ~ Pg)V/3 

i(pf+Pg)l kg L (pf + pg 

xr ** i n " i 
\-g(Pf~Pg)j Lg(Pf-Pg)l 

1/2 

(17); 

Turbulent or Ripply Film. As the liquid pool temperature is 
increased, its viscosity will decrease exponentially. Now a slip con­
dition at the liquid-gas interface would be more appropriate. Relax- : 
ation of the interfacial boundary condition will result in a lower value 
of <5, and consequently in a higher heat transfer coefficient. The direct 
effect of the increased AT, across the film, would be to enhance the 
heat flux for the same h. The cumulative effect of increased h and AT 
will be a larger gas volume flux, and possibly an increased gas velocity 
in the film. An increased gas velocity may cause the film to become 
turbulent, thereby causing the temperature distribution in the upper : 
portion of the film to become uniform. The gas film, with increased s 

velocity and a slip condition at the gas-liquid interface, is also more 
susceptible to Kelvin-Helmholtz type instability. The presence of 
small capillary waves on the film may tend to improve the heat 
transfer process. Under such conditions the pressure drop in the film 
will not be directly proportional to the average radial velocity but will 
depend on the radial velocity raised to a certain exponent. For a 
constant Prandtl number, the heat transfer coefficient for a ripply 
or turbulent film may be expected to be correlated by a relation of the 
type 

hX 
' /(Re) (18) 

The functional dependence of the heat transfer coefficient on the 
Reynolds number will be determined from the experimental data. 

Partial Direct Liquid-Solid Contact. When the liquid tem­
perature is above its freezing temperature but is not high enough to 
sustain a stable film between the liquid and the solid, a direct liq­
uid-solid contact will be established. For such liquid temperatures 
the mode of heat transfer will very much depend on whether the liq­
uid-solid interface temperature is below or above the freezing tem­
perature of the overlying liquid. The spontaneous interface temper­
ature when two plane surfaces are brought in direct contact, can be 
written as 

T, -Tc _ JhHpHCH 

TH-TI kcpccc 
(19) 

For a water temperature, TH = 295 K, and a dry ice temperature, Tc 
= 194 K, the instantaneous interface temperature is obtained from 
equation (19) as 

77 = 236 K 

This temperature is 37 K below the freezing temperature of water. 
Similarly for benzene at 295 K, the interface temperature is 

Ti = 224 K 

This temperature is about 54 K below the freezing temperature of 
benzene. Thus, for pool temperatures of about 295 K, both water and 
benzene are expected to freeze at the interface on collapse of the vapor 
film. The freezing of the liquid would, however, be inhibited by the 
motion generated by the gas evolving at the interface. 
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Neglecting any heat conduction through the frozen crust of the 
liquid, the overall heat transfer coefficient will depend on the interplay 
of such parameters as the temperature of the bulk of the liquid, its 
specific heat, freezing temperature, latent heat of fusion, crystal 
growth rate, and the fractional area and heat transfer coefficient ol 
the surface not covered by the solid crust. Assuming that the heat 
transfer coefficient in the area not covered by the solid crust is ap­
proximately given by our expression for the laminar film, the func­
tional dependence of the average heat transfer coefficient can be 
written as 

h 

0.36(ke
3pghsg(pf - pg)/ngATVa/g(Pf - ps))

lli 

- / ( ^ . • x ) (20) 
\ hsf I 

where 

interfacial crust growth rate determined 
from crystallization theory 

<!> = • 

heat transfer controlled solidification rate 

and 

surface area not covered by the interfacial crust 

total surface area 

For the liquids used in this study <f> is generally a large number and 
as such may not influence the heat transfer process significantly. 
Thus, we may expect the heat transfer coefficient to depend on 
CpATf/hsf and x, and will determine the functional dependence from 
the experiments. 

Experimental Apparatus and Procedure 
Experiments for heat transfer from a pool of warm water or benzene 

to the dry ice slab placed underneath were performed both in the 
steady-state (pool temperature held nearly constant) and quasi-static 
state (pool temperature varying with time). The test apparatus is 
shown in Fig. 3. The dry ice slab (20 X 20 X 2.5 cm) was supported on 
a thick sheet of styrofoam. The liquid pool was formed in a thin 
sheet-metal cylinder covered on the sides with a foam insulation and 
open at both ends. A sponge rubber gasket with a loading collar was 
attached to the sheet-metal cylinder. This was done to avoid any 
leakage of liquid when the cylinder was placed on the dry ice surface 
and was filled with water. Provision for placing a cartridge heater in 
the cylinder was also made so that in steady-state experiments the 
pool temperature could be maintained constant by adjusting power 
to this heater. The pool temperature was measured by a copper-
constantan thermocouple placed about \ cm above the dry ice surface 
and connected to a Houston X-Y recorder. 

Prior to each experiment,'the dry ice test surface was visually ex­
amined to avoid use of an originally uneven surface. In some cases, 
the temperature of the interior of the dry ice slab was also measured 
before starting the experiment. These measurements showed that 
generally the dry ice temperature as obtained from the vendor was 
about 5 K below its sublimation temperature at 1 atm pressure. The 
dry ice slab was then placed on the styrofoam base plate and leveled 
so that the test surface was as nearly horizontal as possible. The 
sheet-metal cylinder was then placed on the dry ice surface and lead 
weights were placed on the loading collar. About 2 kg of distilled water 
or reagent grade benzene was then heated on a hot plate. The tem­
perature and precise weight of the test liquid were noted and the test 
liquid poured into the sheet-metal cylinder. In the experiments, the 
pool height above the dry ice surface varied from about 11 to 14 
cm. 

In the steady-state experiments the heat transfer rate from the pool 
was estimated and power to the cartridge heater was adjusted ac­
cordingly. The X-Y recorder was then started and temperature of 
the liquid pool was recorded as a function of time. The rising CO2 gas 
bubbles kept the pool well stirred and changing the position of the 
thermocouple to different parts of the pool showed little temperature 

variation (<0.25 K). The power input to the heater was then used to 
calculate the rate at which energy was transferred to the dry ice. If the 
initial setting on the power was slightly wrong, the energy loss from 
the pool was corrected by noting the time rate of change of the pool 
temperature and an average pool temperature was then used in the 
heat transfer calculations. However, if the initial setting was off by 
a significant margin, a new test with a modified power was made. Error 
analysis showed that the heat flux calculations were accurate to within 
±3 percent. 

In the quasi-static tests, the heater was not used and the heat 
transfer calculations were made by noting the rate of change of en­
thalpy of the liquid. The rate of change of enthalpy of the liquid was 
calculated by knowing its mass, specific heat, and the rate of change 
of temperature with time. The quasi-static total heat flux calculations 
are believed to be accurate within ± 1 % percent. 

The observations of the temperature of the gas leaving the pool free 
surface showed that the gas essentially left at the pool temperature. 
Thus, a correction for the sensible heat content of the escaping gas 
was made to the heat flux calculations. The correction to the heat flux 
for CO2 lost by diffusion at the gas-liquid interface was found to be 
small [11]. Also, the temperature rise of the pool due to heat of solution 
of C 0 2 in water is expected to be small. For a water pool at 298 K and 
saturated with CO2, the temperature rise due to heat of solution will 
be about 0.3 K. In reality, water will not be saturated with CO2 and 
the effect of heat of solution will be even less. 

During the course of the experiments, it was observed that a sig­
nificant amount of heat was lost from the pool by convection and 
evaporation at the free surface. The heat loss data were obtained by 
carrying out simulated experiments without the presence of dry ice 
slab. In these experiments nitrogen gas was released at the bottom 
of the pool from small holes drilled in a plexiglass tube and allowed 
to bubble through the liquid. The gas flow rate and the rate of change 
of the pool enthalpy with time were noted. From this information the 
heat loss curves for different pool temperatures and gas flowrates 
were obtained and the raw data were corrected using an iterative 
procedure. The raw and the corrected data are tabulated in reference 
[12]. The overall error in computing the heat transfer coefficient from 
the heat flux data, after a correction for heat loss has been made, is 
expected to be less than ±6 percent. A countercheck on the accuracy 
of the heat flux calculations by noting the weight change of the dry 
ice slab could not be made because of uncontrolled loss of CO2 at the 
dry ice slab sides exposed to the atmosphere. 

The mass transfer from the surface caused the originally smooth 
surface to become uneven with time. This in turn resulted in exposure 
of more dry ice surface area to the liquid pool. The net effect of the 
increased surface area was to increase with time the total heat 
transferred from the pool to the dry ice slab. For this reason, the data 
used in this study are only for early periods of time (less than 4 min) 
when the melting surface was nearly smooth but the surface wave 
pattern had been established. 

Results and Discussion 
On postexperiment examination, the dry ice surface exposed to the 

liquid for a large period of time ( ^15 min) was found to be very 
uneven. The ridges and valleys on the surface showed a very definite 
pattern and were found to be arranged in a near square grid pattern 
spaced about a Taylor wavelength apart. The pattern was, however, 
distorted near the ends of the container. Fig. 4 shows a photograph 
of one such surface exposed to a pool of water maintained at a constant 
temperature of about 298 K. A three-dimensional standing wave 
pattern is clearly visible. From the scale in the picture, it is gratifying 
to note that the distance between rows of alternating peaks and valleys 
is about 2.8 cm, whereas for water at 298 K Taylor instability theory 
predicts the wavelength of the fastest growing two-dimensional Taylor 
wave to be 2.85 cm. Physical measurement of the distance between 
consecutive peaks and valleys in the plane of the picture was also 
found on the average to be 2.8 cm. Existence of the nodes of a Taylor 
wave in a near square grid with absence of the nodes in the valley is 
clearly evident in the picture. The peaks on the dry ice surface cor­
respond to the nodes where a bubble grew and departed at regular 
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Fig. 4 Three·dlmenslonal Taylor wave pattern on the dry Ice surface
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intervals. Because of very small heat transfer to the dry ice beneath
a growing bubble, the sublimation rate of the dry ice is relatively small
at bubble releasing nodes. This effect accumulated over a period of
time gives rise to formation of conspicuous peaks and valleys. The
height difference between the peaks and valleys seemed to reach a
steady-state limit (~A/3) after about 15 min. However, this time was
strongly dependent on the pool temperature.

The water steady-state and quasi-static heat flux data are plotted
in Fig. 5, as a function of the temperature difference between water
and the sublimation temperature of the dry ice. No distinguishable
difference exists between the steady-state and quasi-static data,
though the steady-state data tend to show larger variability because
of increased uncertainty associated with the heat flux calculations
as well as the evenness of the dry ice surface. The curve faired
through the data shows a knee at tJ.T = 87 K or at a water temperature
of about 281 K. Visual observations showed that at or below this
temperature a stable gas film was no longer sustained and a partial
direct contact of water with the dry ice surface was established. The
heat flux associated with the pseudo film boiling process quickly drops
to zero after the gas film breaks down and the water approaches its
freezing temperature. Near the freezing temperature of the overlying

liquid, a frozen crust of the overlying liquid completely covers the dry
ice surface. Now, CO2 gas does not escape normally from the dry ice
surface, but moves laterally beneath the crust and leaves through the
open area around the edges. The heat conducted to the dry ice thl'Ough
the crust further thickens the crust without any change in the tem­
perature of the overlying liquid. In the experiments, the heat flux was
measured by noting the rate of change of sensible heat of the overlying
liquid and no attempt was made to measure the growth rate of the
crust. Though there is definitely some heat transfer to the dry ice at
the freezing temperature of the overlying liquid, it is not associated
with the pseudo film boiling process. The nonlinear nature of the heat
flux curve above the knee indicates the temperature dependence of
the stable film boiling heat transfer coefficient.

The heat transfer coefficient data are plotted in Fig. 6. In this figure
the predictions for the laminar film heat transfer coefficient based
on Berenson's formulation as well as our equation (12) are also shown.
In the stable film boiling, the heat transfer coefficient is weakly de­
pendent on temperature for tJ.T varying from 87 to lOS K. In this
range, the data are very well correlated by our prediction based on
laminar film model, while Berenson's prediction is about Hi percent
higher. At temperature differences larger than 108 K, the heat transfer
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coefficient is strongly dependent on temperature. In this region the 
heat transfer coefficient is probably increased by the turbulent or 
ripply nature of the film and we should hope to correlate the data with 
the gas film flow Reynolds number. For water temperatures corre­
sponding to AT less than 87 K, the heat transfer coefficient decreases 
rapidly with decreasing pool temperature. 

The quasi-static heat transfer coefficient data for benzene are 
plotted in Fig. 7. For AT greater than 97 K (benzene temperature = 
291 K), the heat transfer coefficient depends weakly on temperature 
and the data are correlated well with our equation (12). The stable 
gas film breaks down at AT = 97 K and for a AT less than 97 K the 
heat transfer coefficient drops to zero as the benzene temperature 
approaches its freezing temperature (278 K). While plotting in Figs. 
6 and 7 the heat transfer coefficient predicted by equation (12), the 
values of surface tension between water and air and benzene and air 
have been used. The dependence of the heat transfer coefficient on 
the physical properties of the overlying liquid is such that laminar film 
heat transfer coefficient for water and benzene differ by only about 
20 percent. Thus, a large error will not be made if water and benzene 
data in the narrow temperature range 90 K < AT < 120 K is treated 
as one entity. 

From the data plotted in Figs. 5-7, the minimum heat flux and 
minimum AT needed to sustain a stable gas film between the liquid 
and the dry ice surface can be ascertained. In the following we compare 
these values for the pseudo film process with Berenson's equations 
(16) and (17). The minimum heat flux given by Berenson's prediction 
is about twice as large as observed in the present experiments for water 
and about one and a half times as large as observed in the present 
experiments for benzene. The lower value of the minimum heat flux 
in the present physical situation does not come as a surprise because 
of the observed two-fold reduction in the number of bubbles released 
per cycle as compared to film boiling. Lack of data on the bubble 
growth rate and the bubble release frequency inhibits us from making 
any strong conclusions about the minimum heat flux for the pseudo 
film boiling process. Nevertheless, the functional dependence on the 
physical properties should be the same as for film boiling. The ob­
served values of ATm;n are about 40 percent lower than Berenson's 
prediction for water and about 14 percent lower than Berenson's 
prediction for benzene. The empirical constant in equation (17) was 
arrived at from film boiling heat transfer data for pentane and CCU. 
In boiling experiments, it is very difficult to keep the heater surface 
completely free of an oxide layer which can influence ATmjn. In the 
present experiments, the dry ice surface is very clean and lower values 
of ATm,n do not come as a surprise. The value of the numerical con­
stant in equation (17) which is representative of the pseudo film 
boiling process can only be obtained if an expression similar to 
equation (16) for the minimum heat flux is developed first. However, 
if the numerical constants in equations (16) and (17) are multiplied 
by 0.62 and 0.73, respectively, the observed values of qmin and ATmjn 

for pseudo film boiling process will lie within ±20 percent of the 
predictions. 
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The nondimensionalized heat transfer data for stable film boiling 
are plotted in Fig. 8 as a function of Reynolds number. The dominant 
wavelength, X, which determines the spacing of the bubbles has been 
chosen as the characteristic length. This wavelength is weakly de­
pendent on pool temperature and in the present experiments it is 
about 2.85 cm for water and about 2.0 cm for benzene. For Re < 40, 
the heat transfer coefficient is independent of the Reynolds number. 
However, for Re > 40, the dimensionless heat transfer coefficient is 
seen to vary as (Re)0-5. This is probably due to ripply or turbulent 
nature of the film. The dimensionless heat transfer coefficient for 
constant Prandtl number (Pr =; 0.7) can be written as 

hX 
245 

hX 

ka 
37.5 (Re)0 

for Re < 40 

for Re > 40 

(21) 

(22) 

The value of the transition Reynolds number in the gas film is con­
siderably less than that in pipes. This could be the result of the 
presence of a near slip condition at the liquid-gas interface which does 
not help to dampen capillary waves at the interface. Interestingly, 
similar values for the transition Reynolds number and a similar 
functional dependence on Reynolds number of the turbulent heat 
transfer coefficient were obtained by Carpenter and Colburn [13] 
during high shear film condensation of steam in pipes. The Carpen-
ter-Colburn correlation reduces to the form of equation (22) when T,„ 
is replaced by ngU/\. 

Distilled water and benzene heat transfer coefficient data for the 
partial direct liquid-solid contact region are plotted in Fig. 9 with 
cpAT//hsf as abscissa. Meaningful data for the equilibrium fraction 
of the interface area not covered by the frozen liquid could not be 
obtained because of experimental difficulties. The data show a con­
siderable scatter and the correlation with cpATf/hsf alone is not clearly 
established. Further work is needed to understand this complex region 
of interfacial crust formation. Visual observations in the partial direct 
liquid-solid contact region showed that invariably liquid will locally 
come in contact with dry ice surface and will freeze in the form of a 
thin flake. The water-ice crystals grew on the dry ice surface and were 
probably weakly linked with the solid surface. The crystals were seen 
to be moved around locally by the escaping gas for a very short period 
ol time before they grew in size and became stationary above the dry 
ice surface. 

Equation (12) can be used to predict the magnitude of the pool wall 
heat transfer in a similar situation when the solid surface placed un-
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Fig. 9 Variation of heat transfer coefficient in the region of partial freezing 
of the pool 

derneath a heavier liquid melts rather than sublimes. However, it 
would be necessary to check a priori that freezing of the overlying 
liquid does not occur at the pool-wall interface and various other as­
sumptions used in deriving this equation are satisfied. If, during a 
hypothetical core meltdown accident in a LMFBR, a pool of molten 
UO2 at 3100 K is considered to be formed on a steel surface held 
adiabaticaUy at 1700 K, and properties of the gas and overlying liquid 
are replaced by those of liquid steel and molten UO2, respectively; the 
heat transfer coefficient from equation (12) is evaluated to be 57 
kW/m2K. This heat transfer coefficient corresponds to an extremely 
high heat flux of about 80 MW/m2. However, a real test of these high 
heat fluxes can only come from future experiments using simulant 
fluids. 

C o n c l u s i o n s 

1 Vaporization of a less dense material under a heavier liquid has 
been shown to be governed by the Taylor instability. 

2 Heat transfer data for pseudo film boiling of CO2 underneath 
a pool of water or benzene have been obtained for a wide range of pool 
temperatures. 

3 Taylor instability theory has been shown to successfully predict 
heat transfer to the subliming interface when the gas film is lami­
nar. 

T a b l e 1 Compar i son of qmin a n d A T m j n data w i t h 
Berenson ' s pred i c t i o n 
<7m,n X 10-4 W/m2 ATmin , K 

Liquid Present Berenson Present Berenson 
Distilled 0.85 1.75 87 144 

water 
Benzene 1.14 1.50 97 114 

4 The data for the turbulent film have been correlated success­
fully with the film flow Reynolds number. However, correlation of the 
partial direct liquid-solid contact regime data with the parameter 
CpATf/hsf has met with only partial success. 
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The Effect of Cooling Rate on the 
Formation of Dendritic Ice in a Pipe 
With No iain Flow 
Dendritic ice forms in a pipe when there is no main flow through the pipe during the freez­
ing process. This ice form occurs because the quiescent water supercools considerably 
below 0°C before ice nucleation occurs. It has been shown that growth of dendritic ice can 
cause blockage of a water pipe [1 ]l much sooner than would have been predicted if the ice 
grew as a solid annulus. The extent of the dendritic growth is largely determined by the 
temperature distribution that exists in the pipe at the time of ice nucleation. In this 
paper the factors effecting the temperature distribution and thus the extent of dendritic 
ice growth are examined to determine the conditions under which blockage by dendritic 
ice is likely to occur. The factors that are important are the cooling rate the pipe is ex­
posed to, the ice nucleation temperature, and the type of thermal boundary condition the 
pipe wall provides. 

Introduction 

In.utility systems used in cold regions water pipes are often un­
avoidably exposed to subfreezing environments. One way to prevent 
freezing in these pipes is to continually heat and circulate the water. 
A question arises, however, as to the time that one of these pipes may 
stand with no flow through it before it will be blocked by ice to the 
extent that flow cannot be restarted. 

It is generally assumed that when a pipe is exposed to a subfreezing 
environment and ice begins to form it will grow as a solid cylindrical 
annulus extending in from the pipe wall. When calculations are made 
of the time required for a pipe to become blocked by ice, this as­
sumption is normally used [2]. A recent study [1] has, however, shown 
that an entirely different ice morphology may occur in a pipe if there 
is no main flow through the pipe during the freezing process. In this 
case the stagnant water in the pipe will undergo a substantial super­
cooling before ice nucleation occurs. Thus when ice growth does occur 
it is growing into supercooled water which results in the formation 
of dendritic ice. This ice form consists of thin plate-like crystals of ice 
interspersed in the water medium. For water that has cooled (Tf — 
Tn) below the freezing point, Tf, when ice nucleates the amount of 
supercooling enthalpy in the water is CW(T/ — Tn). During the den­
dritic ice growth phase this enthalpy is consumed by the growth of 
ice and at the end of the phase the water has returned to Tf. The 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 25,1977. 

quantity of the dendritic ice that is formed can therefore be related 
to the amount of supercooling by C„, ( 7 / - Tn)/L where L is the latent 
heat of fusion. Only after this dendritic growth phase is complete will 
the normally assumed solid annulus of ice begin to grow in from the 
pipe wall. 

It was shown in reference [1] that the dendritic ice crystals can form 
a dense enough matrix in the pipe that flow cannot be restarted in the 
pipe subsequent to their growth. For this dendritic ice blockage to 
occur, only a small fraction of the total water volume in the pipe need 
be frozen. On the other hand, an annular ice growth will only cause 
a complete pipe blockage when the entire water volume in the pipe 
is frozen. As a consequence of this difference the total amount of 
cooling and thus the time required to form a dendritic ice blockage 
is much less than that required for a complete blockage to occur due 
to an annular ice growth. It is therefore of considerable practical in­
terest to determine the conditions under which a dendritic ice 
blockage may occur. 

Reference [1] was confined to a study of the effects of dendritic ice 
when it grew in a pipe in which the water and pipe wall were at a 
uniform temperature at the time of ice nucleation. This situation 
would occur for a pipe subjected to a very slow rate of cooling. For a 
pipe experiencing a finite cooling rate, a temperature distribution will 
exist in the pipe at the time of ice nucleation. It might be anticipated 
that this temperature distribution will be a controlling factor in de­
termining the subsequent distribution of dendritic ice growth in the 
pipe. For example, for a very high rate of cooling the zone of super­
cooled water may be confined to>a thin zone adjacent to the pipe wall. 
The dendritic ice growth, which occurs only in the supercooled water, 
would not in that case result in a pipe blockage. The objective of the 
present study was to quantify the conditions of cooling under which 
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a dendritic ice blockage of a pipe can be expected. 
The temperature distribution in a pipe that is being cooled will be 

determined by the natural convection processes occurring in the pipe. 
In this regard a number of experimental studies have been made of 
the natural convection that occurs during the cooling of a horizontal 
cylindrical container of water. 

A cylinder with a wall temperature that was uniform around the 
circumference and was changing at a constant rate was studied by 
Deaver and Eckert [3]. Similar studies were done for a cylinder with 
a unifoirm wall heat flux by Maahs [4]. Numerical simulations have 
also been done for the uniform wall temperature case by Takeuchi 
and Cheng [5]. These studies apply for situations in which fluid 
properties are temperature independent in which case the cylinder 
experiences a quasi-steady temperature change; that is, temperature 
differences in the cylinder remain constant with time. Complicating 
factors that arise in cooling a cylinder of water to the freezing point 
are that the water passes through its maximum density point at 4°C 
immediately prior to freezing and as well the viscosity of water is 
strongly temperature dependent near 0°C. Experimental measure­
ments [6] and numerical simulations [7] of a cylinder cooling through 
4°C show that the inversion of the convective patterns that occurs 
causes a transient behavior that persists for some time after the in­
version. These experimental and numerical studies were done only 
in the temperature range above 0°C. For the purposes of this study, 
it was necessary to extend these measurements into the supercooled 
regime to determine the temperature differences that exist in a pipe 
at the time of ice nucleation. 

Since the quantity of dendritic ice that forms in supercooled water 
is controlled by the amount of supercooling, the temperature at which 
ice nucleates will also be an important factor in this study. A large 
number of studies have been made of ice nucleation temperatures. 
The main conclusion from these studies as summarized in [8,9] is that 
ice nucleation in normal tap water is likely to occur on small particles, 
most likely insoluble mineral particles, in the water. Also the effec­
tiveness of these particles as nucleation sites depends on the length 
of time they have been in contact with water and on the temperature 
of the water during this contact period. The nucleation temperature 
of a sample of water will therefore depend on its previous history. 
Measurements [8] made on tap water normally showed nucleation 
temperatures in the range 5-6° C for water from the cold water tap. 
Nucleation temperatures were up to 1°C colder for water from the 
hot water tap. Fresh water samples from lakes and streams had nu­
cleation temperatures in the range 3-5°C. The nucleation tempera­
tures have generally been found to be independent of the material of 
the container in which the tests were done, and essentially indepen­
dent of the rate of cooling of the water for cooling rates less than 
l°C/min [9]. 

E x p e r i m e n t a l A p p a r a t u s 
A schematic of the typical cooling arrangement for testing a given 

size cylinder is shown in Fig. 1. Each end of the copper cylinder is 
blanked off with a pair of plexiglass flanges with an air gap between 
them. On the exterior of the cylinder is soldered a double helix of 
copper coolant tubes. The coolant is circulated in opposite directions 
through the two helii so as to maintain a uniform temperature along 
the length and around the circumference of the cylinder. The inside 

diameters of the cylinders tested with a uniform wall temperature 
were 25.4,52.2, and 99.2 mm. In addition, three sizes—56.9,94.5, and 
137 mm—of plexiglass cylinders were tested. For the plexiglass cyl­
inders the copper cooling jacket with its coolant tubes was made to 
fit tightly over the exterior of the plexiglass cylinder. The heat transfer 
to the water in this case was controlled by the thermal resistance 
provided by the wall of the plexiglass cylinder. This thermal resistance 
is constant around the cylinder. It will be seen that this arrangement 
produced an approximation to a uniform heat flux boundary condi­
tion. For most of the cylinders the temperature instrumentation 
consisted simply of a thermocouple on the center line of the cylinder 
and one against the wall at the top of the cylinder. These thermo­
couples were used to give a measure of the temperature differences 
existing in the cylinders for various cooling conditions. In the largest 
cylinder, 137 mm ID, six thermocouples were used to give a more 
complete profile of temperature along a vertical section through the 
cylinder. 

The coolant which circulates around the cylinder wall was pumped 
from a controlled temperature bath, the temperature of which could 
be programed to vary in the desired fashion. For the uniform wall 
temperature experiments the temperature of the coolant was pro­
gramed to decrease at a constant rate starting from room temperature. 
For the nonuniform wall temperature cylinders two cooling conditions 
were used. One was a constant rate of temperature decrease and the 
other was a step decrease from room temperature to some temperature 
below freezing. For a step change in the cooling jacket temperature 
the water in the cylinder experienced an approximately exponential 
decline toward this temperature. In the tests the cylinder filled with 
normal tap water would be allowed to come to equilibrium at room 
temperature. The cooling would then be commenced while temper­
atures in the cylinder were recorded. The water in the cylinder would 
cool till some point in the cylinder reached the ice nucleation tem­
perature and then the growth of dendritic ice would occur. After the 
dendritic ice growth was complete photographs would be taken of the 
extent of its growth. In most of the photographs a uniform light field 
was applied at one end of the cylinder and the photograph taken from 
the other. The end view of the cylinder as seen in the photographs is 
shown on the right of Fig. 1. 

R e s u l t s 
The complete cooling and dendritic ice formation process will first 

be illustrated for a 137-mm plastic cylinder. The water in the cylinder 
was initially at equilibrium at 15°C when the environment temper­
ature was suddenly dropped to — 10°C. Fig. 2 shows the time histories 
of the water temperatures at the center line and adjacent to the cyl­
inder wall at the top and bottom of the cylinder. This figure shows 
clearly the inversion process occurring near 4°C. When the inversion 
is complete the temperature at the top of the cylinder becomes the 
cold spot in the cylinder and the temperatures at the center line and 
at the bottom are essentially equal. This behavior is quite different 
from that occurring for the uniform wall temperature cylinder as has 
been examined in references [6, 7]. In that case the uniformity of the 
wall temperature insures that the temperatures at the top and bottom 
of the cylinder remain equal throughout the cooling process. It will 
be seen that this results in much smaller temperature differentials 
developing in the cylinder. In the test run shown in Fig. 2 ice was ar-

• N o m e n c l a t u r e « 

C = constant in the equation for critical 
cooling rate 

Cw = heat capacity of water 
L = latent heat of fusion 
g = acceleration of gravity 
he[[ = effective heat transfer coefficient of 

pipe wall, kp/tp 
kp = thermal conductivity of plastic 
kw = thermal conductivity of water 

t = time 
tp = thickness of plastic wall 
Bi = Biot number kpD/(kwtp) 
D = internal diameter of cylinder 
H = cooling rate at cylinder center line 
Ra = Rayleigh number g\p\D5H/(ct2v) 
Tt = temperature at cylinder center line 
Tf = freezing temperature (0°C) 
T„ = ice nucleation temperature 

a = thermal diffusivity of water 
P = volumetric coefficient of expansion of 

water 
T = characteristic time (aft/Z)2) 
v = kinematic viscosity of water 
AT = difference in temperature between top 

and center line of cylinder 
ATC = temperature difference for conduction 

onlyifD2/(16ff) 
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natural convection occurs in the melt ahead of the dendritic growth
front. This natural convection tends to carry the supercooling en­
thalpy of the melt toward the growing dendrites. The result is that
the dendritic growth does not entirely fill the container unless its
initial supercooling is greater than about 2.0°C.

As an approximate guide it was found that if the supercooling at
the cylinder center line was greater than 2°C when nucleation oc­
curred, then complete blockage of the cylinder could be expected. Figs.
4(a), 4(b), and 4(c) are photographs showing the final extent of den­
dritic ice growth in a cylinder in which ice has been nucleated artifi­
cally at different times during the cooling process. The cooling rate
and other conditions were the same for each case. It can be seen that
a progression toward complete blockage occurs as the center line
temperature approaches -2°C at the time of nucleation.

For nucleation occurring at a given temperature, say -SoC, the
temperature difference between the top and the center line of the
cylinder will determine whether the cylinder will be blocked by den­
dritic ice. That is, if due to the conditions of cooling experienced by
the cylinder, a temperature difference of greater than 3°C exists the
top of the cylinder, where nucleation occurs, will reach -5°C when
the center is still above -2°C. Thus complete blockage would not
occur. Alternately under a slower cooling rate where the temperature
difference was less, complete blockage would occur. Figs. 4(d), 4(e),
and 4(f) show the extent of blockage that results in a cylinder when
the cylinder is cooled at different rates. In each of these tests the ice
nucleation occurred naturally in the range -5.1 to -5.so C.It can be
seen that for the lowest cooling rate a complete blockage of the cyl­
inder results. Note that all photographs- other than that in Fig. 4(d)
were taken at a shutter exposure at which the dendritic ice completely

Temperorure

Fig. 3 The extent 01 dendritic Ice growth and the temperature prollie along
a vertical section through the cylinder at various times during the dendritic
Ice growth phase
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tificially nucleated at -3AoC so that photographs could be taken
during the dendritic ice growth process. This artificial nucleation was
produced by subjecting the cylinder to a small mechanical shock, that
is, by tapping the exterior of the cylinder. Fig. 3 shows temperature
profiles and photographs taken of the dendritic ice growth during its
formation. It will be noted that most of the dendritic ice growth is
completed in S-lO min. If the supercooling had been allowed to con­
tinue to the normal nucleation temperature of -S to -6°C the den~

dritic growth would have taken 20 s or less. In Fig. 3(a) the tempera­
ture profile on a vertical section through the cylinder is shown im­
mediately prior to ice nucleation. Nucleation occurs at the top of the
cylinder in cold water adjacent to the cylinder wall. A photograph
taken immediately after nucleation is shown on the left of Fig. 3(a).

The dendritic ice spreads from the nucleation site down toward the
center of the cylinder and as well it grows down along the cylinder
walls in the cold boundary layer region. During the process of growth
the water temperature returns to a uniform temperature of oac.

By comparing the temperature profile in Fig. 3(a) with the final
extent of the dendritic ice growth in Fig. 3(d) it can be seen that the
dendritic growth progressed toward the center of the cylinder ap­
proximately to the -0.7°C temperature level. Previous studies [10]

of dendritic ice growth in a container with an initial uniform super­
cooling have shown that for supercoolings less than about -2.0°C

-4

Flg.2 Temperatures in a horizontal cylinder during cooling Irom 15°C until
Ice nucleates

Journal of Heat Transfer AUGUST 1977, VOL 99 / 421

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1)

(2)

The cooling rate, H, was taken as the measured rate of decrease of the
center line temperature at the time of nucleation.

A quasi-steady houndary layer model was developed in reference
[6J for a uniform wall temperature cylinder cooled at a constant rate.
The correlation given by this model,

D.T /'
-- = 7.4 Ra- l "

uT"

the dendritic ice blockage becomes progressively less for pipes expe­
riencing higher cooling rates. The decreased blockage occurring at the
higher cooling rates also coincided with a larger temperature differ­
ential occurring between the center line and the top of the cylin.
der.

In addition to the cooling rate and the cylinder diameter, the type
of pipe wall is also important in determining the temperature dif.
ferential and thus the extent of the dendritic blockage. The effect of
the pipe wall is shown in Figs. 4!J1) and 4(h). The cooling rates and the
nucleation temperatures for the two cases shown are approximately
the same; however, the cylinder in Fig. 4(g) was copper and that in
Fig. 4(h) was plastic. It will be seen later that the effect of the pipe wall
is due to the type of thermal boundary condition it provides for the
water in the pipe.

In order to predict the conditions under which dendritic ice growth
is likely to result in blockage of a pipe an examination must first be
made of the temperature differentials that are likely to exist in a pipe
at the time of ice nucleation. Fig. 5 shows an accumulation of these
data for various cylinder diameters tested and for various cooling
conditions.

In the figure the measured temperature difference between the top
of the cylinder and the center line is normalized by the temperature
difference D.Tc that would have existed if only conduction heat
transfer was occurring, D.T" = HD2/16a. This ratio is proportional
to the inverse of the Nusselt number. The Rayleigh number used was
based on the rate of cooling as in reference [7J.

Biot numbers were calculated for the plastic cylinders based on the
thermal resistance of the cylinder walls, that is,

Hi = herr/) = kpD
kw kwtp

In this expression the effective heat transfer coefficient, heff, of the
pipe wall is kp/tp where kp is the conductivity of the plastic and tp
is the wall thickness. Theoretically the results obtained for the plastic
cylinders should approach the uniform wall temperature results for
large enough Biot numbers. Biot numbers calculated for the plastic
test cylinders were quite large, in the range 7-25; however, the mea­
sured temperature differences were still in much closer agreement
with the constant heat flux limit than the uniform wall temperature
limit. This evidence would suggest that the constant heat flux limit
is probably closer to the actual situation for most cases, the only ex-

is shown in Fig. 5. Hesults of numerical simulations made in reference
[51 for the same problem are shown to give essentially tbe same values.
The experimental measurements made in this study show that this
quasi-steady approximation provides a good first approximation to
the temperature differences measured for the copper cylinder. All the
results fall in a band between the theory and a line at about 30 percent
larger temperature difference. The slightly higher temperature dif­
ferences actually recorded may be attributed to the interruption of
the quasi-steady circulation patterns caused by the inversion process
at 4°C and also the rapid variation of the physical properties of water
occurring between 4°C and the nucleation temperature.

Temperature differences recorded in the plastic cylinders are also
shown in Fig. 5. These measurements approximate a correlation de­
rived from the results of Maahs [4] for a constant heat flux cylin­
der,
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Fig. 4 The effecls of various faclors on lhe extent of dendrltlc Ice growth In
a cylinder: (a), (b), and (c) show the effecl of lhe amount of supercooling
existing at the cylinder center line allhe time of Ice nucleallon: (d), (e), and
(f) show lhe effecl of cooling rale for a constanl nucleallon temperature, ""
-SoC; (g) and (h) show the effecl of the type of pipe wall (nole aillhe pho­
tographs excepl (d) were taken at lhe same light exposure-for the photo­
graph In (d) the light level was Increased to reveal the slruclure of the Ice In
the pipe)

blocked off the light. To reveal the structure of the dendritic ice in
Fig. 4(d) a much brighter light source and a longer exposure time were
used. This photograph shows that the dendritic ice blockage is pro­
duced by a maze of interlacing ice crystals and is not a solid plug of
ice as would be produced by the growth of an annulus of ice in from
the pipe wall. In Figs. 4(e) and 4(f) it can be seen that the extent of

Fig. S Temperalure differences existing in lhe pipes for various dlamelers
and cooling conditions
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Fig. 6 The critical condition for dendritic blockage to occur in a copper 
(uniform wall temperature) pipe—nucleation temperature near —5°C 

ceptions being those where the Biot number is extremely high such 
as the case of a copper pipe with a vigorous convective heat transfer 
from its exterior. 

Transient effects probably also have a significant effect on the 
temperature differences measured in the plastic cylinders. This can 
be seen from the fact that for cases where the cooling jacket temper­
ature underwent a step change the temperature differences in the 
cylinder are larger than in the cases where a constant cooling rate was 
used. This difference occurred even when the cooling rate of the water 
in the cylinder, as indicated by the Rayleigh number, was the same. 
In spite of these variations, all the results for the plastic cylinders can 
be bound within a band approximately ±30 percent of the quasi-
steady constant heat flux correlation. 

Qualitatively it was previously observed that at a high rate of 
cooling the dendritic ice growth in a pipe does not block its entire cross 
section. A complete blockage of the pipe in that case would occur at 
a much later time in the freezing process when an annulus of solid ice 
had grown in from the pipe wall closing off the cross section. The 
critical condition for a dendritic ice closure of the cross section was 
that the center of the pipe must have cooled to —2°C or lower at the 
time when the top of the cylinder reaches the nucleation temperature, 
T„. Using this temperature difference with the correlations in equa­
tions (1) and (2) the critical condition or band of conditions can be 
specified. The expression for the critical cooling rate is of the form 

H=C FP) 
5/4 

(3) 

Taking into consideration the range of temperature differences 
measured and using the properties of water in the supercooled regime 
numerical values of C can be calculated. For the uniform wall tem­
perature pipe C is in the range 21-29 when D is the pipe ID in mm, 
H is the cooling rate in °C/min, and the nucleation temperature is in 
°C. Similarly for the plastic wall pipe C is in the range 6.3-13.7. 

Using — 5°C as the nucleation temperature the critical conditions 
for the uniform wall temperature and uniform heat flux pipes have 
been plotted in Figs. 6 and 7, respectively. Also shown on these figures 
are symbols indicating the extent of dendritic ice growth observed for 
various pipe diameters and for various cooling rates. The observations 
made with the copper pipes are plotted with the uniform wall tem­
perature criterion and those for the plastic pipes are plotted with the 
uniform heat flux criterion. For all these observations the ice nu­
cleated naturally in the pipe within the temperature range —4.8 to 
5.7°C. It can be seen that the observed extent of dendritic growth is 
consistent with the derived conditions for its blockage of the pipe. One 
concern about using the expressions of the form in equation (3) is that 
they strictly apply only to the case where a quasi-steady cooling of the 

0.6 

e 
U 0.4 

o 

01 

"5 

0.2 

Plastic Pipe 

^ D e n d r i t i c Ice 

^ ^ - Open Pipe 

Coi*i|, *.fo 
Blucl"i|j«f 

40 80 

Pipe I.D. (mm) 
120 160 

Fig. 7 The critical condition for dendritic blockage to occur in a plastic 
(uniform heat flux) pipe—nucleation temperature near —5°C 

pipe is occurring. Takeuchi and Cheng [5] have made some numerical 
calculations of the temperatures in a pipe for which cooling is suddenly 
started from a uniform temperature condition. Their results show that 
for characteristic times, r = at/D2, greater than about 0.02 the tem­
perature differences are within 20 percent of their quasi-steady values. 
Since the density maximum in water at 4°C will interrupt the quasi-
steady cooling process, an estimate of the characteristic time can be 
made using the time taken to cool the water from 4°C to the nuclea­
tion temperature, that is, 

«(4 - Tn) 

HD2 

Calculations of T for various points on the critical curves in Figs. 6 and 
7 show that the characteristic time at nucleation is greater than 0.02 
for all diameters of pipe less than about 120 mm. This means that for 
larger diameter pipes transient cooling effects will become important. 
For small pipes quasi-steady conditions exist even though the critical 
cooling rates are much larger for these pipes. This occurs because the 
characteristic time increases as the inverse square of the pipe diam­
eter. 

The use of the foregoing theory for precise predictions would re­
quire a detailed knowledge of the ice nucleation temperature and its 
statistical variation for the type of water in the pipe in question. For 
most cases these measurements would not be available; however, the 
theory could still be used with typical nucleation temperatures to 
estimate, within a factor of two or three, the conditions under which 
a dendritic ice blockage is possible. 

D i s c u s s i o n and C o n c l u s i o n s 

In calculating the time that a pipe exposed to a subfreezing envi­
ronment can be left without a main flow through it, it is necessary to 
know the type of ice blockage that can be expected in the pipe. The 
two types of ice blockage that can occur are: (a) a blockage of the pipe 
cross section by dendritic ice forming as a result of supercooling in the 
water, and (6) a subsequent blockage of the pipe by the growth of a 
solid annulus of ice in from the pipe wall. Since the dendritic ice 
blockage can occur early in the freezing history of the pipe when only 
a small fraction of the water in the pipe is frozen, it is essential to know 
the conditions under which* such a dendritic ice blockage will 
occur. 

From this study some general conclusions can be made about these 
conditions. First, small diameter pipes are much more likely to be 
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blocked by dendritic ice than large pipes. This is a direct result of the 
fact that the temperature differences occurring during cooling in the 
large pipes are much greater than those existing in the smaller pipe 
sizes. Second, the slower the cooling rate that the pipe is exposed to 
the more likely it is to be blocked by dendritic ice. At high cooling rates 
only the water near the pipe wall, primarily the top of the pipe, ex­
periences a supercooling. The dendritic ice, which forms only in the 
supercooled water, does not therefore block the cross section of the 
pipe. Blockage of the pipe would only occur in this case when the solid 
annulus of ice had closed off the cross section. 

A third factor that has an important effect on the temperature 
distribution in a cooling pipe and thus on the growth of dendritic ice 
in it is the thermal boundary condition provided by the pipe and its 
surroundings. This difference in thermal boundary conditions ex­
plains the difference in dendritic ice growth observed in the copper 
as opposed to the plastic pipes. Measurements showed that the 
temperature differences existing in a pipe with a uniform wall tem­
perature were about 60 percent less than those that existed in a pipe 
with a uniform heat flux for the same rate of cooling. As a conse­
quence, at a given cooling rate, the copper pipes, which had an ap­
proximately uniform wall temperature during cooling, were much 
more susceptible to a dendritic ice blockage than the plastic pipes 
were. The plastic pipes approximated a uniform heat flux condi-
ton. 

The final factor that has an important effect on the extent of the 
dendritic ice growth in a pipe is the ice nucleation temperature. The 
nucleation temperature determines the amount of supercooling and 
thus the amount of dendritic ice that forms. The typical nucleation 
temperature observed for tap water in these tests was around —5°C. 
This observation would appear to be consistent with other reported 
results for tap water [8]. Studies are continuing to obtain a better 
statistical sampling of nucleation temperatures. 

It was found that these various factors could be related by an ex­
pression of the form of 

which gives the maximum cooling rate for which a dendritic ice 
blockage of a pipe is likely to occur. In this expression the constant, 
C, is dependent on the thermal boundary conditions imposed by the 
pipe. In deriving this expression it was assumed that a quasi-steady 

cooling process was occurring at the time that ice nucleated. Theo­
retical considerations would suggest that transient effects may become 
important for cylinder diameters greater than about 120 mm. 

As has been pointed out the larger diameters of plastic pipe are the 
least likely to be blocked by dendritic ice; however, even for this type 
of pipe a 120 mm ID pipe would experience a dendritic ice blockage 
for cooling rates less than 3-5°C/hr. For most naturally occurring 
conditions it is difficult to image a situation that would produce a 
larger cooling rate than this. It would therefore appear that in general, 
blockage of a pipe by dendritic ice is a probable event. This means that 
the commonly used assumption of an annular growth of ice probably 
leads to a gross overestimation of the time required for a blockage to 
occur for most naturally occurring cooling conditions. 
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Heat Transfer From a Cylinder in 
Crossflow Situated in a Turbulent 
Pipe Flow 
Experiments to measure the average heat transfer characteristics for across-flow cylinder 
situated in a pipe flow have been performed for various degrees of blockage. Three cylin­
ders, respectively with diameters of one-fifth, one-third, and one-half that of the pipe, 
were employed. The experiments were carried out with both water and air as working 
fluids. Measurements were also made of the turbulence level in the flow approaching the 
cylinder. The measured heat transfer results were compared with literature information 
for a cylinder of large length-diameter ratio situated in cross-flow in an unbounded low-
turbulence flow (i.e., the ideal case of a cylinder in cross-flow) and were found to be sub­
stantially higher. A number of schemes were investigated for correlating the cylinder-in-
pipe results with those for the ideal case. As an outcome of these correlation efforts, adap­
tations of available ideal cylinder relations are presented from which cylinder-in-pipe 
results can be predicted with good accuracy. 

Introduction 

Forced convection heat transfer to or from a circular cylinder in 
cross-flow is widely encountered in engineering practice. As docu­
mented in [1, 2],1 there is an extensive literature devoted to this 
subject which, in the main, is concerned with a cylinder of large 
length-diameter ratio situated in an unbounded flow. These condi­
tions, together with a low level of turbulence in the approach flow, 
characterize the ideal case of a cylinder in cross-flow. 

In practice, however, cross-flow cylinders are frequently situated 
in the ducts of heat exchangers and, in general, do not conform to the 
conditions of the ideal case. In such applications, the turbulence level 
may be appreciable and, in addition, the presence of the cylinder in 
conjunction with the confining effect of the duct walls can give rise 
to substantial blockage. In some instances, the interactions between 
the cylinder and the walls induce complex three-dimensional flows. 
These interactions and their effects are accentuated for smaller values 
of the cylinder length-diameter ratio, as is the effect of velocity profile 
nonuniformities in the flow approaching the cylinder. 

The present research is concerned with the heat transfer charac­
teristics of a cylinder in cross-flow situated in a turbulent fully de­
veloped pipe flow. The heat transfer coefficients for such a cylinder 
are expected to differ from those predicted by the available correla-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 25,1977. 

tions for an ideal cylinder in cross-flow owing to the factors discussed 
in the foregoing paragraph. The flow field induced by the presence 
of the cylinder is particularly complex because the free flow area (i.e., 
the clearance between the cross-flow cylinder and the pipe wall) varies 
as a function of circumferential position around the wall of the pipe. 
As a consequence, the flow about the cylinder and in the wake is 
three-dimensional. In addition, the free stream turbulence level (~4 
percent) of the fully developed pipe flow approaching the cylinder 
is sufficiently high to augment the heat transfer coefficients relative 
to those for a low turbulence approach flow [2]. 

The research has two objectives. The first is the measurement of 
heat transfer coefficients for a cross-flow cylinder situated in a pipe 
flow for various degrees of blockage, for a wide range of the Reynolds 
number, and for a moderate range of the Prandtl number. The second 
objective is the correlation of the cylinder-in-pipe results with those 
for the ideal cylinder in cross-flow. The motivation for such a corre­
lation effort is to provide a computationally convenient method for 
future evaluation of cylinder-in-pipe heat transfer results by using 
the available relations for the heat transfer coefficient for the ideal 
cross-flow case. Two correlation formats will be employed. In one, the 
Nusselt number will be modified by a geometrical factor which in­
volves the ratio of the cylinder and pipe diameters. In the other, a 
reference velocity accounting for blockage is introduced in the 
Reynolds number in lieu of the actual pipe mean velocity. 

Three cross-flow cylinders were employed during the course of the 
research, respectively, with diameters of one-fifth, one-third, and 
one-half that of the pipe. The cylinders were designed to provide an 
isothermal surface for the forced convection heat transfer. Experi­
ments were carried out for both air and water as working fluids, with 
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respective bulk Prandtl numbers of about 0.7 and 5.2 at the temper­
ature level of the tests. The range of the Reynolds number, based on 
the mean velocity of the pipe flow, cylinder diameter, and bulk fluid 
properties, extended from 1000 to 62,000. The corresponding range 
of the pipe Reynolds number was from 5000 to 290,000. These ex­
periments yielded average heat transfer coefficients and average 
Nusselt numbers. 

To supplement the heat transfer experiments, measurements were 
made of the turbulence level in the flow approaching the cylinder. A 
hot-film anemometer was used for this purpose. The turbulence 
measurements in air were accomplished using standard methods, but 
those in water required special procedures for data acquisition and 
evaluation in order to cope with the problem of probe contamination. 
Consideration will be given to the role of turbulence level in the cor­
relation of cylinder-in-pipe heat transfer results with those for the 
ideal cross-flow cylinder. 

The heat transfer characteristics of a cylinder in cross-flow situated 
in a duct have been investigated to a moderate extent in the published 
literature, but no measurements have been reported for the flow 
configuration considered here. It appears that the main effort has been 
directed to the case of a cylinder in a rectangular duct under condi­
tions where the flow is essentially two-dimensional [3-5]. 

The Exper iments 
Experimental Apparatus. The experimental apparatus was 

designed so that the test section and the flow metering section could 
be used with either water or air as the working fluid. For the water 
experiments, these components were incorporated into a closed-loop 
flow circuit. The air experiments were performed in the open-loop 
mode. 

The test section was a continuous length of puc2 piping, 520 cm (17 
ft) long and 7.25 cm (2.85 in.) in internal diameter, which housed the 
cross-flow cylinder whose heat transfer characteristics were to be 
investigated. To insure hydrodynamic development of the flow ap­
proaching the cylinder, it was positioned about 50 pipe dia down­
stream of the inlet cross section. The experiments were performed 
with the test section horizontal and with the crossflow cylinder ori­
ented with its axis coincident with the horizontal diameter of the test 
section. 

As noted earlier, three cross-flow cylinders were employed during 
the course of the experiments, with diameters equal to one-fifth, 
one-third, and one-half that of the test section pipe. Each cylinder 
consisted of an annular copper sheath which surrounded a car­
tridge-type electrical heating element. Continuous thermal contact 
between the casing of the heater cartridge and the sheath was assured 
by soldering. The respective copper sheaths had wall thicknesses of 
0.254, 0.572, and 1.025 cm (0.1, 0.225, and 0.404 in.). 

The arrangement for mounting the respective cylinders in the test 
section was devised to minimize extraneous heat losses from the ends 
of the cylinder. Such heat losses were a matter of concern in the airflow 

'• Polyvinyl chloride. 

experiments (owing to the relatively low convective heat transfer 
coefficients), but are negligible in the water experiments. For the air 
experiments, each end of the cylinder was supported by an annular 
ring of min-K insulation which was, in turn, positioned by a fixture 
installed in the wall of the test section. The thermal conductivity of 
the min-K insulation is approximately equal to that of quiescent air. 
Inasmuch as the min-K cannot be effectively used in the presence of 
water and since heat losses are very small, end supports made of puc 
were employed in the water experiments. Further information about 
the mounting of the cross-flow cylinders is available in [6]. 

The test section was surrounded along its entire length by a wooden 
trough filled with insulation. Silica aerogel powder, whose thermal 
conductivity is about two-thirds that of air, was employed to insulate 
the test section over a 30-cm length (12 in.) in the neighborhood of 
the location of the cross-flow cylinder. Fibrous wood insulation was 
used for the other parts of the test section. The minimum thickness 
of the insulation was about 9 cm (3% in.). 

For the water experiments, the test section was part of a closed loop 
whose components may be identified by tracing the path of the 
flowing fluid. Water discharged by the circulating pump is ducted to 
a heat exchanger which serves to remove heat imparted by the heated 
cross-flow cylinder and by mechanical dissipation throughout the 
loop. From the heat exchanger, the water is piped to the test section. 
To eliminate flow nonuniformities caused by bends situated in the 
intervening pipeline, a set of screens (15 layers, 9lk mesh per cm) is 
positioned just upstream of the test section inlet. After traversing the 
test section, the flow enters the return leg which delivers it to the 
metering section. Flow metering is accomplished via a calibrated Or­
ifice, and the metering section consists of straight pipe lengths of 30 
and 10 dia, respectively, upstream and downstream of the orifice, plus 
flanges and pressure taps. From the exit of the metering section, the 
flow passes to the pump intake. 

The loop is equipped with a pump by-pass line and a control valve, 
which are employed in setting the flow rate. It also contains an ele­
vated standpipe fitted with a sight glass for monitoring and main­
taining the liquid level in the system and for eliminating air prior to 
the initiation of a data run. 

The air experiments were conducted utilizing an open loop system 
consisting of the test section, the flow metering section, and a cen­
trifugal blower. These components were arranged in series along a 
straight path, without elbows or bends. The experiments were per­
formed in the suction mode, with air being drawn into the test section 
inlet from the laboratory room. 

Instrumentation. Temperature measurements were made at six 
surface locations on each of the cross-flow cylinders. At the centerspan 
of each cylinder (i.e., half way between the ends), thermocouple 
junctions were positioned at 0, 90,180, and 270 deg from the forward 
stagnation point. In addition, junctions were positioned at 135 and 
225 deg, respectively, offset from the centerspan by 1.27 and 2.54 cm 
(% and 1 in.). The thermocouples were fabricated from 36 gage (0.0127 
cm, 0.005 in.) teflon-coated copper and constantan wire, with the 
junctions being made by a special spot welding technique which re­
sulted in a 0.018 cm (0.007 in.) spherical bead. 

-Nomenc la tu re . 

A = cylinder surface area 
D = pipe diameter 
DEV = statistic giving deviation from ideal 

case 
d = cylinder diameter 
h = average heat transfer coefficient, equa­

tion (1) 
k = thermal conductivity 
NB = Nusselt-Prandtl group, equation (7) 
NF = Nusselt-Prandtl group, equation (6) 
N' = correlation variable involving N 

Nu = Nusselt number, hd/k 
Pr = Prandtl number 
Q = average rate of heat transfer 
Re = Reynolds number, Ud/v 
Re* = reference-velocity Reynolds number, 

U*d/v 
Re' = correlation variable involving Re or 

Re* 
SPD = data spread statistic 

TB = fluid bulk temperature 
Tp = film temperature 
Tw ~ cylinder surface temperature 
Tu = turbulence level, equation (22) 
U = pipe mean velocity 
U* = reference velocity 
v = kinematic viscosity 

Subscripts 
B = bulk fluid properties 
F = film properties 
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These thermocouples were laid in carefully machined spanwise 
grooves in the surface of the copper sheath. The grooves extended 
along the entire length of the cylinder. Each thermocouple was in­
stalled so that the copper wire was lead away to one end of the cylinder 
and the constantan wire was lead away to the other end. This sepa­
rated lead wire arrangement enabled the groove depth and width to 
be held to a minimum. Once installed, the thermocouples were fixed 
in place with copper oxide cement, and the cement was carefully 
worked to conform smoothly to the contour of the copper sheath. 

The fluid bulk temperatures at the inlet and exit of the test section 
were measured by L-shaped thermocouple probes. It was established, 
both by computation and experiment, that the bulk temperature of 
the flow approaching the cross-flow cylinder differed only slightly 
from the inlet bulk temperature. At the very most, the deviation was 
a few tenths of a percent of the cylinder wall-to-bulk temperature 
difference. Furthermore, initial traverses had shown the inlet fluid 
temperature to be uniform to within the resolving power of the in­
strumentation. 

All thermocouples were made from calibrated wire. The thermo­
couple emf's were read and recorded by a digital voltmeter. 

The rate of flow through the test section was measured with one 
of three orifices that had been fabricated according to ASME speci­
fications. The orifices were calibrated by the weigh tank method. To 
provide a check on the orifice flow rate determinations and to facilitate 
the calibration of the hot-film anemometer, an L-shaped impact probe 
was installed near the downstream end of the test section. The impact 
opening was positioned at the center line of the cross section and a 
static tap implanted in the pipe wall. 

A thermo systems hot film probe situated 15.3 cm (6 in.) upstream 
of the cross-flow cylinder was employed to measure the center-line 
turbulence intensity of the flow approaching the cylinder. (The probe 
was removed from the test section during the heat transfer runs.) The 
probe was calibrated in situ. The calibration for the airflow case fol­
lowed standard procedures. However, in the case of water, an inno­
vative approach had to be devised to cope with the effects of con­
tamination. These effects were manifested as a decrease of the bridge 
voltage with time, as the contaminants accumulated. The calibration 
procedure is described in detail in Appendix E of [6]. 

Experimental Procedure. The procedures employed in the ex­
ecution of the experiments are presented in [6]. Of particular im­
portance in the water runs were the steps taken to eliminate air from 
the system. For the water runs, the bulk temperature of the flow ap­
proaching the cylinder was maintained at approximately 32°C (90°F) 
for all of the data runs, which corresponds to a bulk Prandtl number 
of 5.2. The cylinder heat transfer rates (i.e., power input to the heater) 
were adjusted so that the wall-to-bulk temperatures were in the range 
8 to 9°C (14 to 16°F). For the air runs, the test section bulk temper­
ature corresponded to that of the laboratory room. The wall-to-bulk 
temperature differences were maintained in the range 16 to 20° C (29 
to 36°F). 

With regard to the Reynolds number range, the upper end was fixed 
by the respective capacities of the pump and blower. The cutoff value 
at the lower end was selected to avoid significant heat conduction 
losses from the ends of the cross-flow cylinder. 

Data Reduction. The average heat transfer coefficient for the 
cross-flow cylinder was evaluated from the defining equation 

h = (Q/A)/(TW - TB) (1) 

In cognizance of the precautions taken to eliminate conduction end 
losses, the heat transfer rate Q was determined from the electric power 
input to the heater imbedded in the cylinder. For the evaluation of 
the cylinder surface area A, it was necessary to take account of the fact 
that the line of contact between the cylinder and the inner wall of the 
test section pipe is curved rather than straight. The final expression 
for A involves the complete elliptic integral of the first kind ([6, Ap­
pendix F]). 

The cylinder wall temperature TV was determined by averaging 
the six measured surface temperatures for each data run. For the 
experiments with water, variations among the measured temperatures 

for a given run were less than ±7.5 percent of the mean wall-to-bulk 
temperature difference; for the air experiments, the corresponding 
variations were ±0.6 percent. The relatively larger temperature 
variations for the case of water reflect the conflict between the heat 
conduction in the copper sheath and the variations of the convective 
heat transfer coefficient. 

On the basis of information available in the literature, it can be 
inferred that the aforementioned surface temperature variations do 
not significantly affect the average Nusselt number results. In the 
cross-flow experiments of [7] for the case of uniform heat flux, mea­
sured deviations fromthe mean surface temperature on the order of 
35 percent of the wall-to-bulk temperature difference were encoun­
tered. These experiments covered the Reynolds number range be­
tween 10,000 and 50,000. On the other hand, it was found in [8] that 
the average Nusselt numbers for uniform wall temperature and uni­
form wall heat flux differed by 10-15 percent at a Reynolds number 
of about 10,000 (the largest Re value of the experiments). It may, 
therefore, be concluded that the present results do not differ signifi­
cantly from those for uniform wall temperature. 

The bulk temperature TB appearing in equation (1) is that of the 
flow approaching the cross-flow cylinder. As mentioned earlier, the 
change in bulk temperature between the test section inlet and the 
cross-flow cylinder is negligible, so that TB was evaluated from the 
measurements of the inlet temperature. 

The experimentally determined average heat transfer coefficients 
were recast in dimensionless form in terms of the Nusselt number 

Nu = hdlk (2) 

where d is the diameter of the cross-flow cylinder. For the presenta­
tion of the results, either of two Reynolds numbers, Re or Re*, will 
be employed, where 

Re = Ud/v, Re* = U*d/i> (3) 

The quantity U is the mean velocity of the flow approaching the 
cylinder, whereas U* is a reference velocity used in relating the 
present results with those for the ideal cylinder in cross-flow. 

The properties appearing in the dimensionless groups were eval­
uated either at the film temperature Tp = %(TV + TB) or at the bulk 
temperature, and corresponding identifying subscripts F and B are 
appended. 

Results and Discussion 
The presentation of results will begin with the basic Nusselt 

number—Reynolds number data, both in terms of film and bulk 
properties. Next, the results are compared with literature represen­
tations for the ideal cylinder in cross-flow. This comparison serves 
to motivate a correlation effort aimed at bringing together the present 
cylinder-in-pipe results with those for the ideal cylinder. A number 
of correlation schemes are examined, and the most effective schemes 
are identified. Finally, the role of turbulence level as an explicit cor­
relation parameter is discussed. 

To facilitate the interpretation of the results, a common set of data 
symbols is employed in all of the figures. These symbols are exhibited 
in Table 1, where d/D is the ratio of the diameters of the cross-flow 
cylinder and the pipe. 

Nusselt Number Results. The basic heat transfer results are 
presented in Figs. 1 and 2, where the Nusselt number is plotted as a 
function of the Reynolds number. These figures correspond, respec­
tively, to the use of film and bulk fluid properties. The overall range 
of the Reynolds number extends from about 1000 to 70,000, and the 
Nusselt number increases monotonically with Reynolds number. A 
power law dependence of the form Nu ~ Re^ can be fitted to the data, 
with £ ~ 0.6, but curve fitting will be deferred until the data have been 
brought together in a more compact form. 

Further examination of these figures indicates that at a given 
Reynolds number, there is a tendency for the Nusselt number to in­
crease as the cylinder diameter increases. This characteristic is more 
marked for the water data than for the air data. The expected sepa­
ration of the water and air data is also in evidence. Comparison of Figs. 
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Fig. 1 Nussell number results based on film properties 

Table 2 Constants for equations (4) and (S) 

(a) Equation (4) 

T, 0 , 1 1 1 

Re_ 1 
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5x l0 3 to 5x l0 4 

5xl0 4 t o 2x l0 5 

(b) 

R eB 

40 to 1Q3 

10 3 to 2x l0 5 

2x l0 5 to 106 

Eq 

0.655 

0.166 

0.0208 

ua t i on (5) 

C2 
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1 and 2 shows that the data spread is about the same in both figures, 
so that no clear preference for either film or bulk properties is indi­
cated. 

Next, it is relevant to compare the present Nusselt number results 
with those for the ideal cylinder in cross-flow. An examination of the 
literature reveals that there are many candidate representations of 
the available data for the ideal cross-flow case, but that none have 
gained universal acceptance. The representations of [2, 1], respec­
tively, based on film and bulk properties, appear well founded and 
are used here. They are 

N ^ P r ^ 1 ' 3 = CiRe F
m 

NuBPrB-0-3 7 ( P r w / P r B ) 1 / 4 = C 2 Re s " 

(4) 

(5) 

equation (4) is, in actuality, an adaptation of that of [2], which was 
specific to air (Pr ~ 0.7). In accordance with a widely employed gen­
eralization (e.g., [9]), the P r f

 _ 1 / 3 factor was appended and the con­
stants Ci adjusted accordingly. The values of C\, m, C2, and n ap­
propriate to equations (4) and (5) are listed in Table 2. In addition, 
to facilitate a more compact presentation, it is convenient to define 

ReB 

Fig. 2 Nusselt number results based on bulk properties 

NB = NuBPrij-O-3' (Prw /Prf l ) 1 / 4 (7) 

N> = Nup Prp" 1/3 (6) 

The data of the present experiments and the representations for 
the ideal cylinder in cross-flow are brought together in Figs. 3 and 4, 
respectively, for film and bulk properties. The solid lines in the re­
spective figures correspond to equations (4) and (5). 

From an examination of these figures, it is clear that the Nusselt 
numbers for a cylinder situated in a pipe are substantially higher than 
those for an ideal cylinder in cross-flow. There are two factors which 
contribute to this behavior. One of these is the blockage effect, which 
gives rise to relatively high velocities around the circumference of the 
cylinder. The other is free stream turbulence, the level of which is 
quite high in a pipe flow (~4 percent) as contrasted to the low values 
(a few tenths of a percent) encountered in quality wind tunnels. 

The Prandtl number factors that appear in the NF and NB group­
ings serve to integrate the water and air data, but the systematic in-
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crease of the Nusselt number with increasing cylinder diameter has 
not been affected. 

Correlation Criteria. For computational convenience in appli­
cations, it is highly desirable to correlate the cylinder-in-pipe Nusselt 
numbers with those for the ideal cross-flow cylinder. A number of 
correlation schemes will be examined. To help assess the degree of 
success of the various correlations, graphical comparisons will be 
made. In addition, two statistical measures of the quality of the cor­
relation will be presented. The first of these indicates the spread of 
the data, and the second measures the deviation of the data from the 
representation for the ideal cylinder. These statistics will be, re-

Np 102 
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Flg. 3 Comparison of cylinder-in-pipe Nusselt numbers with those for the 
ideal cross-flow case, film properties 
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Fig. 4 Comparison of cylinder-in-pipe Nusselt numbers with those for the 
Ideal cross-flow case, bulk properties 

spectively, denoted by SPD and DEV. 
Let any candidate pair of correlation variables be denoted by JV' 

and Re', where JV' involves the Nusselt and Prandtl numbers (e.g., 
Np or NB), and suppose that the data have been rephrased in terms 
of these variables. As a first step in evaluating the spread in the data, 
a least squares curve of the form 

JV' = C3(Re')' (8) 

is passed through the data (without regard to the ideal cylinder re­
sults). If the value of JV' predicted by equation (8) for a given Re' is 
denoted by N'p and the corresponding experimental value is N'e, then 
the spread of the data is defined as 

SPD = [2((JV'e/JV'p) - \)V(K - 2)] 1/2 (9) 

where the sum is extended over all K data points for the three cylin­
ders and two Prandtl numbers (K = 118). The quantity (K — 2) is the 
number of degrees of freedom associated with the data after the two 
constants C3 and ( have been determined. Thus, SPD is an estimate 
of the standard deviation of the data about its least squares fit in the 
form of equation (8). 

The desired end result is that the data, when phrased in terms of 
JV' and Re', closely approximate either 

for film properties, or 

N'F = CiiRe'p)" 

N'B = C2(Re'B)" 

(10a) 

(106) 

for bulk properties. The constants Ci, m, C2, and n are those for the 
ideal cylinder, equations (4) and (5) and Table 2. For a given value 
of Re', equation (10a) or (106), whichever is appropriate, can be em­
ployed to provide the predicted value of JV' corresponding to the ideal 
cylinder relationship. If this predicted value is denoted by JV'; (i ~ 
ideal) and if the experimental value for the same Re' is denoted by 
N'e, then the deviation DEV can be defined by 

DEV = WiN'JN't) - 1)2/(K - 2)] 1/2 (11) 

This statistic is a measure of the ability of the ideal cylinder rela­
tionship to predict the data. 

When the value of the deviation DEV is very close to that of spread 
SPD, then the ideal cylinder representation qualifies as a least squares 
fit of the data. In addition, the smaller the value of SPD, the better 
the fit. The success of a given correlation scheme will be judged by its 
ability to minimize the values of SPD and DEV, as well as on its 
ability to make them equal. 

To serve as a baseline for the subsequent correlation efforts, the 
spread and deviation statistics for the uncorrelated results of Figs. 
3 and 4 are presented as the initial entries in Table 3. Clearly, there 
are significant differences between SPD and DEV in both cases. 

The correlation effort to be described in the subsequent sections 
will be carried out without explicit consideration of the effects of 
turbulence level. The role of turbulence level as a correlation pa­
rameter will be discussed later in the paper. 

Correlation Based on Film Properties. In [3], a film-property 
correlation relating the results for a cylinder in a rectangular duct with 
those for the ideal cross-flow case was achieved by dividing the Nusselt 
number by the factor (1 + Vd/w), where w is the duct width. As an 
adaptation of that approach, w will be replaced by D and the corre­
lation variables JV' and Re' defined as 

JVV = JVF/(1 + • Re'j ReF (12) 

where NF is expressed by equation (6). A presentation of the data in 
terms of these variables is shown in Fig. 5 along with a solid line rep­
resenting the ideal cylinder relationship. As seen from the figure as 
well as from the SPD and DEV statistics listed in Table 3, the cor­
relation is very successful. t 

Notwithstanding this success, efforts were also made to correlate 
on the basis of a reference velocity via the definitions 

JVV = NF, ReV = Re*V (13) 
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in which Re*f is based on a reference velocity U*. A procedure for 
finding U*, designated as the point matching approach, will now be 
described. 

For each cylinder, the N U F value for each data run was introduced 
into the ideal cylinder relation (4) and a value of Rep was calculated. 
This, Rep was compared with the actual Rep for the data run, and the 
ratio was identified as U*/U for that run, where the use of U* in lieu 
of U gives rise to exact agreement between equation (4) and the data 
run. This procedure was repeated for all the data runs for a given 
cylinder, and the individual t /*/( /were averaged. For the three cyl­
inders, the average values of U*/U were found to be 1.89, 2.12, and 
2.30, respectively, for d/D = 1/5,1/3, and 1/2. The trend whereby the 
reference velocity increases with blockage is physically reasonable. 

The data were rephrased in terms of the variables of equation (13) 
and evaluated using the aforementioned values of U*/U. The re-

Table 3 Correlation statistics (percent) 

I d e n t i f i c a t i o n SPD 

F i g . 3 

F i g . 4 

F i g . 5 

F i g . 6 

F i g . 7 

F i g . 8 

7.90 

8.88 

4 .85 

4 .95 

6.08 

5.98 

Eqs. ( 15 ) , ( 1 6 ) , (17) 7 .61 

Eqs. (15 , ( 1 6 ) , (18) 10 .9 

Eqs. ( 15 ) , (19) 6.37 

Eqs. 

Eqs. 

( 15 ) , 

(15 ) , 

(20) 

(21) 

7.14 

6.69 

DEV 

61 .3 

38.6 

5.78 

8.06 

14 .3 

5.96 

10 .3 

11 .5 

18.7 

26.7 

28.2 

phrased data are plotted in Fig. 6 along with the ideal cylinder rela­
tionship (solid line). From the figure, it is seen that the correlation 
is not as successful as that of Fig. 5, as is corroborated by Table 3. The 
reason for the somewhat unsatisfactory outcome evidenced in Fig. 
6 is that the individual U*/U ratios which contribute to the respective 
averages show a marked dependence on Reynolds number ([6, Fig 
5.6]). 

On the basis of the foregoing, it was concluded that there was little 
to be gained in further examination of the reference velocity approach 
when used in conjunction with a film-property correlation. The cor­
relation represented by equation (12) and evidenced in Fig. 5 appears 
to be entirely satisfactory. 

Correlation Based on Bulk Properties. The first bulk-property 
correlation scheme to be examined is the analogue of the film-property 
correlation (12), that is, 

N'B = JVB/(1 + V575), Re'fl = ReB (14) 

where NB is expressed by equation (7). The representation of the data 
in terms of these variables is presented in Fig. 7 along with the ideal 
cylinder relationship. It is evident from both the figure and from Table 
3 that the correlation is not very successful. This outcome is not al­
together unexpected, since the correlation variables were first devised 
in connection with film properties rather than with bulk properties 
[3]. 

The reference velocity concept will now be used as a basis for cor­
relation. First, the point matching approach will be employed. The 
description of this approach, as presented in the paragraph following 
equation (13), continues to apply here, except that equation (5) is used 
in lieu of equation (4). The individual U*/U ratios for the data runs 
corresponding to a given cylinder diameter were found to be sub­
stantially less dependent on Reynolds number than in the film-
property correlation. This lesser dependence stems from the fact that 
the exponent n in equation (5) has a constant value over the entire 
Reynolds number range of the experiments (see Table 2(b)). 

The average values of U*/U for the respective d/D = 1/5,1/3, and 
1/2 are 1.46,1.74, and 1.90. Then, with the correlation variables 

N'B = NB, Re's = Re*£ (15) 

the data and the ideal cylinder representation are presented in Fig. 
8. The correlation is seen to be very good, and it is especially worthy 
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Fig. 5 Correlation based on replacing Nu with Nu/( 1 + Vd/D), film prop- Fig. 6 Correlation based on the use of a reference velocity determined via 
erties the point matching approach, film properties 
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of note that the SPD and DEV statistics (Table 3) are essentially 
identical. Thus, the ideal cylinder representation serves as a least 
squares fit of the data. 

Other reference velocities proposed by investigators of related 
problems will now be reviewed. One approach involves the definition 
of an effective flow cross sectional area A* such that 

17* = (Ad/A*)U (16) 

where Ad and 77, respectively, represent the flow cross section and 
mean velocity of the unobstructed duct. In [1, 4], A* was defined 
as 

A* = 
duct volume — cylinder volume 

(17) 
cylinder diameter 

Both the duct and cylinder volumes correspond to the streamwise 
length of the cylinder. Alternatively, in heat exchanger practice (e.g., 
[1]), A* is defined as 

A* = minimum flow cross section (18) 

By employing the reference velocities evaluated from equation (16) 
in conjunction with equations (17) and (18), the data were recast in 
terms of the correlation variables of equation (15). These results have 
been plotted in Figs. 5.9 and 5.10 of [6]. These figures are not pre­
sented here owing to space limitations, but the correlation statistics 
SPD and DEV are listed in Table 3. It is seen that while the A* defi­
nition of equation (17) gives a better correlation than does that of 
equation (18), it is not as effective as the point matching approach. 

Other 77* definitions that were examined are those of [10,11, and 
5], which are, respectively, 

77* = 77(1 + 1.333(d/7J)2 + 0.318Cfl(d/7J)) 

77* = 17(1 + Vd/D)1'2 

77* = 17(1 + 1.18W/D)2)3 

(19) 

(20) 

(21) 

where in (20) and (21) the pipe diameter D has been substituted in 
place of the duct width w that appeared in the original forms of these 
equations. In (19), the cylinder drag coefficient Co was evaluated at 
the average Reynolds number of the experiments. The N'B, Re's 
graphs corresponding to equations (19)-(21) are available as Figs. 
5.11-5.13 of [6], where generally unsatisfactory correlation is in evi-
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dence. Table 3 clearly reflects this outcome. 
On the basis of the foregoing, it may be concluded that the most 

satisfactory bulk-property correlation is that based on reference ve­
locities obtained from the point matching approach. 

Role of Turbulence Level. A basic consideration in any corre­
lation effort is the question of whether the effect of turbulence level 
need be displayed explicitly. Prior investigators of related problems 
have not included turbulence effects in their data representations. 
As noted earlier, center-line turbulence measurements were per­
formed as part of the present investigation. The results are reported 
in Fig. 9 in terms of the turbulence intensity parameter Tu defined 

Tu = 
root-mean-square axial fluctuations 

(22) 
time-averaged axial velocity 

where both numerator and denominator are evaluated at the pipe 
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center line. The abscissa is the pipe Reynolds number based on the 
center-line velocity. The figure also includes data from a number of 
other investigations which encompass a variety of measurement 
techniques (hot wire anemometer, hot film anemometer, laser-Dop-
pler velocimeter). 

The water data (black squares) provide perspective on the effects 
of probe contamination. The data points at the two higher Reynolds 
numbers were taken shortly after the probe had been cleaned, and 
these data are in good agreement with the air results. The other two 
data points for water were taken after three hours of operation sub­
sequent to cleaning and are believed to be strongly affected by con­
tamination. 

Excluding the contamination-affected points, the general agree­
ment among the data in Fig. 9 is worthy of note, especially in view of 
the diversity of measurement techniques that were employed. On this 
basis, it can be concluded that the turbulence level for pipe flows is 
a well-defined and reproducible property. Furthermore, since the 
pipe-flow turbulence level is not an independent parameter, there is 
no special need to correlate its effect. Even if such a correlation were 
to be sought, there is insufficient reliable information to enable its 
fruition. 

Concluding Remarks 
It has been demonstrated that the cylinder-in-pipe Nusselt number 

results of the present experiments can be correlated with those for 
the case of an ideal cylinder in cross-flow. On the basis of the corre­
lations, cylinder-in-pipe Nusselt numbers can be predicted by 
employing adaptations of the ideal cylinder representations. For film 
properties, equation (4) is applicable provided that Nup is replaced 
by Nu^/(1 + Vd/D). In the case of bulk properties, equation (5) is 
to be used with Re*fl replacing Res- The reference velocity U*/U can 
be obtained from a curve passed through the points U*/U = 1,1.46, 
1.74, and 1.90, respectively, for d/D = 0,1/5,1/3, and 1/2. 
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l ass Diffusion From a Point Source 
in a Neutral Turbulent Shear Layer1 

An investigation of the diffusion of pollutants in neutral surface layer of atmosphere is 
analyzed here based on a simple phenomenological differential field theory of turbulent 
shear flows. The variation of the effective turbulent viscosity is governed by a rate equa­
tion. The analytical model studied in this work consists of mass diffusion from a continu­
ous crosswind point source at ground level in a turbulent shear layer. The system of gov­
erning equations is solved by finite-differences giving the pollutant distributions, eddy 
diffusivities, and velocity profiles at various downstream locations for various initial and 
boundary conditions. The computed diffusion data are presented and compared favorably 
with the available experimental results. 

Introduction 

One of the fundamental characteristics of turbulent motion is 
diffusion. The study of this phenomenon has attracted much interest 
for quite a long time with a wide range of approaches from very em­
pirical to purely mathematical. Recently, increased attention has been 
focused on this problem especially for its social relevance as related 
to air pollution. In the atmospheric surface layer, the diffusion of 
pollen, radioactive materials, dust, bacteria and viruses, smoke and 
gases produced by factories, etc., are affected profoundly by the action 
of turbulent diffusion. 

The analysis of this problem is generally difficult. The nonlinear 
and indeterminate nature of the governing mean equations of motions 
prohibits exact analysis for all problems of turbulent flow. The 
presence of the concentration field here in the turbulent diffusion 
problem will introduce an added difficulty in the coupled fluctuating 
velocity and concentration fields. For the calculation of turbulent 
diffusion from a point source, the Gaussian model has been used most 
frequently. Several parameters have to be selected in order to compute 
the concentration field [1,2].3 The gradient-transfer theory, with its 
rationale provided by the mixing-length hypothesis, is also a familiar 
approach to the theoretical study of atmospheric diffusion problems. 
In this theory, based on Eulerian description, the mean mass flux 
terms are related to the mean concentration gradients through the 
introduction of the coefficients of turbulent diffusion. 

For the ground-level source, there is an increase in the mixing action 

1 This research was supported by the EPA under Grant R801945. 
2 Present address: National Oceanic and Atmospheric Administration, Oak 

Ridge, Tenn. 
3 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
August 9, 1976. 

as the vertical growth of the plume proceeds, and this increase is as­
sociated with the height in the flow field. Therefore, the effective 
turbulent diffusivity will be more adequately specified as a function 
of height above the ground instead of a constant. Up to now, the un­
derstanding of this effective turbulent diffusivity variation under 
various flow conditions is not as extensive as that of the turbulent or 
eddy viscosity. To capitalize on the current knowledge on eddy vis­
cosity or the Reynolds stress, the usual approach is to utilize an ex­
tension of the Reynolds analogy to turbulent mass transfer. In the 
conventional constant turbulent Schmidt number treatment, the 
variation of the turbulent diffusivity is rigidly controlled by the tur­
bulent viscosity variation. In order to let the eddy diffusivity vary in 
height, as well as in the downstream direction, a general differential 
field treatment of the turbulent viscosity is desirable. 

The present analysis is based on a nonlocal phenomenological 
differential field theory proposed by Nee and Kovasznay [3] for 
quasi-parallel turbulent shear flows. It is formulated by taking into 
account the relevant mechanisms of the turbulent motion. A rate 
equation is used to govern the variation of the effective turbulent 
viscosity, and it has only two universal constants to be determined 
from experiments. If, in addition, the "law of wall" is regarded as 
universal, then the number of universal constants for wall turbulence 
is reduced to one. Further elaborations and refinements are still 
possible at, of course, the expense of simplicity. This approach has 
been applied with success to the study of the diffusion of a line source 
in a neutral surface layer by Rao, Nee, and Yang [4] and also in tem­
perature-stratified surface layers [5]. 

The analytical model studied in this work deals with mass diffusion 
from a continuous point source at ground level in a two-dimensional 
turbulent boundary layer. Among the various known approaches, the 
"K-theory" is particularly pertinent to the present analysis. The 
commonly used assumptions in the "K-theory" include constant 
turbulent mass diffusivity coefficients and/or some simple power law 
velocity profile. In the present approach, however, the turbulent mass 
diffusivity coefficients are allowed to vary as a function of height, and 
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the velocity as well as the mass concentration fields are obtained from 
a differential field calculation. 

Laboratory investigations of mass diffusion from continuous 
sources located at the solid boundary of a two-dimensional boundary 
layer were reported by Davar [6], Malhotra and Cermak [7], Poreh 
[8], and others. 

T h e o r e t i c a l F o r m u l a t i o n 
The neutral meteorological micro-scale surface layer over a ho­

mogeneous terrain is considered as a two-dimensional turbulent 
boundary layer with a zero pressure gradient. The flow velocity cor­
responds to the strong wind conditions in the atmosphere and the 
boundary layer approximations can therefore be introduced in the 
equation of motion. For the velocity range of the wind under usual 
weather conditions, the effects of compressibility can be neglected. 
The present analysis is for the case where the averaged mean motion 
of the wind is steady. The diffusion model studied here consists of a 
continuous point source of constant strength G at ground level, 
emitting a dynamically passive pollutant which diffuses within the 
surface layer. The solid boundary is assumed to be perfectly reflecting 
with respect to the diffusive matter. The mean concentration field 
is three-dimensional, though the mean flow field is considered here 
as two-dimensional. 

The continuity and momentum equations for the mean flow field 
can then be written as 

dJJ dV_ 

dx dy 

dx dy 
d_ 

dy 

0 

au I du — \ 
\ dy ' 

(1) 

(2) 

The Reynolds stress is expressed as the product of the mean velocity 
gradient and the eddy viscosity CM'-

SU 
(3) 

The total turbulent viscosity, n(x, y) = i> + CM(X, y), is assumed to be 
governed by a rate equation, proposed by Nee and Kovasznay [3], as 
follows: 

U 
.dn 

3y 

dn\ 

dy) 

dn Trdn d i dn\ du 
— + v— = —-In —) +A(n-n) — 
dx 3y dy \ <9y/ dy 

dJJ Bn(n - i>) 

~J2 (4) 

The effects of convection, diffusion, generation, and decay are each 
represented in the rate equation by appropriate terms involving only 
two universal constants, A = 0.133 and B = 0.8. A detailed discussion 
on the formulation of the rate equation and value of these constants 
can be found in reference [3j. From this equation, the well-known 
"Prandtl 's mixing length theory" can be derived as a limiting case 
inside the wall region, where the convection and diffusion effects are 
negligible. 

The mean equation for the three-dimensional concentration field 
in the boundary layer can be written as 

dx dy 
— ID o'c'i + — (D w'c') 
5y \ dy I dz \ dz I 

(5) 
dy \ dy 

Introducing the concept of eddy diffusivity of mass for the concen 
tration field, we have, 

ac 
' dy 

ac 
dz -w'c = tDz 

(6) 

(7) 

where eoy and eoz are the principal diagonal components of the eddy 
diffusivity tensor in y- and z-directions, respectively. 

The molecular Schmidt number and turbulent Schmidt numbers 
characterizing mass diffusivity in the vertical and lateral directions 
are introduced here respectively as, 

Sc = vID 

SC(V = tAl/tOy 

Sc t 2 = tM^Dz 

(8) 

(9) 

The total turbulent diffusivity of mass nn(x, y, z) =D + to(x,y,z), 
can be related to the turbulent viscosity distribution, n(x, y), through 
the definition of Schmidt number as follows: 

'^"LSW;- 1 ) / 8 ^] 

(10) 

(11) 

The concentration, rate, momentum, and continuity equations for 
the mean flow form a closed system of parabolic partial differential 
equations for prescribed values of the Schmidt numbers. Given the 
boundary and initial conditions, a direct forward integration using 
a digital computer can be performed to determine the distributions 
of the variables U, V, n, no, and C at any downstream location. The 
boundary conditions on the solid boundary are 

at y = 0, U = V = 0, n = v 

dC 
nn — = 0 for x > xc 

dy 
(12) 

where xc is the value of x at the location of the source. The last con­
dition in (12) expresses the zero mass flux through the solid boundary. 
The boundary conditions far away from the wall are the usual free 
stream conditions, 

y U -> U„, n C — 0 (13) 

. N o m e n c l a t u r e . 

C = mean concentration 
Cmax = maximum value of local concentra­

tion profile 
c' = instantaneous turbulent component of 

concentration 
D = molecular diffusivity of mass 
G = constant strength of point source 
k = 0.41, Von Karman's constant 
n = tM + ", total turbulent viscosity 
no = to + D, total turbulent diffusivity of 

mass 
N = nh 
ND = nD/p 
Sc = v/D, molecular Schmidt number 
Sc( = ejv//efl, turbulent Schmidt number 
u» = friction velocity 

uc = u* at n = no 
u', v', w' = instantaneous turbulent compo­

nents of velocity in x-, y-, and z-directions, 
respectively 

U, V = mean velocity components in x - and 
y -directions, respectively 

U«, = ambient velocity 
x = downstream distance measured from the 

origin of turbulent boundary layer 
xc = value of x where the source is located 
xi = value of x where the initial concentration 

profile is specified 
xo = value of x where the initial velocity and 

turbulent viscosity profiles are specified 
xs = downstream distance measured from the 

location of the source 
X = xuclv 
Y = yuc/v 
y = distance measured from and normal to 

the ground; vertical coordinate 
Z = zuch 
z = distance measured normal to the x-y 

plane; lateral coordinate 
<5 = velocity boundary layer thickness 
•q = vertical characteristic length scale of the 

diffusion plume 
to = eddy diffusivity of mass 
tM = eddy viscosity 
v = kinematic viscosity 
a = lateral characteristic length scale of the 

diffusion plume 
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For mass diffusion from a ground-level point source, the maximum 
concentration occurs at y = z = 0. And in a two-dimensional mean 
flow, the lateral concentration distribution is symmetrical about the 
plane 2 = 0. These conditions can be expressed by the equation 

dC 
•0, — = 0 (14) atz •• 

dz 

Also, as 

2 — co, C~*0 (15) 

The initial conditions are given as 

U(x0,y) = U0(y), n{x0, y) = n0(y), C(x0,y, 2) = C0(y, z) 

(16) 

In equation (16), xo is the value of x where the numerical computa­
tions commence. 

The constant strength of the source, G, defined as the quantity of 
diffusing matter per unit time, can be obtained as the integral form 
of equation (5): 

G = 2 f f U(x, y)-C(x,y, z) dy dz = constant (17) 
Jo Jo 

To calculate the concentration field, the values of the Schmidt 
numbers in equations (10) and (11) must be specified. No universal 
agreement regarding the variation of the turbulent Schmidt numbers 
is known, as can be seen from the divergent views in the experimental 
investigations [6, 7, 9-12]. 

In order to maintain turbulent mass diffusion coefficients as 
functions of space without the usual severe restriction of forcing them 
to be constants, the Reynolds analogy is adopted here to relate tur­
bulent mass diffusivity coefficients to the eddy viscosity, which is a 
function of space variables and governed by the rate differential 
equation. 

With the foregoing considerations in mind, the turbulent Schmidt 
number Sc iy is assumed to have the value of 0.9 according to the ex­
periments of Poreh [8] and the value of Sc(2 is 0.45 according to the 
experiments of Davar [6] and Malhotra and Cermak [7]. The as­
sumption of constant Schmidt number is adopted here as a first ap­
proximation for its simplicity and convenience. More sophisticated 
model can be incorporated. 

Fin i t e D i f f e r e n c e S o l u t i o n 
An explicit finite difference scheme has been developed to solve 

the governing equations together with the initial and boundary con­
ditions. The outputs of this computing program give the eddy dif-
fusivities, velocity, and concentration profiles at various downstream 
locations. The inputs of the program can be easily adjusted to any 
given source and weather conditions. 

Since the details of the general finite difference numerical method 
have already been given by Rao, Nee, and Yang [4], only that portion 
concerning the three-dimensional diffusion problem is presented 
here. 

The finite difference form of the nondimensional diffusion equation 
(5) is expressed as follows: 

Ci+i,j,k = Ci,j,h ~ 

Ax 

\^i,)+\,k 
2Ay Uij 

+ -

Ci,j-l,k) 

4(Ay)z Sct, 

Ax 
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Ax 

/ 1 , W j - i ) \ 
VSc Sc t v / 

Uij 
(Cij+i,k - Cij-i,k) 

(Njj-i)\ Cjj^k+i — 2C,j,fe + Cij,k-i 

(Az)i 

/ 1 Wtj-tK 
VSc Sc(2 / Uij 

(18) 

In the present computations, a uniform grid spacing of Ax = Ay/2 
= Az/2 is used with the boundary layer thickness divided into 15 cells 
(Fig. 1). The procedure of numerical integration, the stability criteria, 
and the computing time required are discussed in detail by Rao [13]. 

,i*l,k-l 

l . K - l 

i-l.k-1 

li-l,j-l,k*t i,j-l,kH i+l,j-l,k*l 

Fig. 1 Three-dimensional uniform grid scheme 
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Fig. 2 Schematic diagram of flow conditions 

The finite difference code is flexible enough to allow for arbitrary 
changes in wall temperature Tw or roughness and other boundary 
conditions in the flow direction by the specification of Tw(x) and a 
roughness shift of the mean velocity. For the purpose of comparing 
the results of the present analysis with the experimental data, cal­
culations have only been made here based on the flow conditions of 
available experiments, namely, the work of Davar [6] and Malhotra 
and Cermak [7] for the neutral case. A schematic diagram of the flow 
conditions is shown in Fig. 2. 

From the measured data [6, 7], the initial profiles of the velocity 
and mass concentration are known. However, the needed initial tur­
bulent viscosity profile is not available from the experiment and 
consequently the quasi-similarity profile of Nee and Kovasznay [3] 
which agrees well with the measurements of Townsend [14] and 
Klebanoff [15] for the flat-plate turbulent boundary layer is utilized 
here [4]. 

As discussed in the previous analysis [3,4,16], the present theory 
is employed to predict the flow field above the sublayer and up to the 
free stream. It is, however, important to mention here that the law 
of wall provides only a functional form of the mean velocity, and the 
friction velocity w*, which appears in the law of the wall profile is 
calculated directly from the present theory. 

For a ground-level point source, the concentration distribution at 
any location will have a maximum value along the line of symmetry 
which can be expressed with sufficient accuracy by a third order 
polynomial as demonstrated in [4]. 

D i s c u s s i o n of R e s u l t s 
The diffusion plume over the distance calculated is completely 

submerged in the boundary layer, and it can be regarded as a good 
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Fig. 3 Calculated eddy viscosity variation across the boundary layer 

model for approximation of the atmospheric diffusion from a 
ground-level source [8]. Calculations have been made on the flow 
conditions of available experimental data given in [6, 7]. A typical 
variation of the eddy viscosity across the boundary layer is shown in 
Fig. 3. The vertical concentration distribution at several downstream 
locations is plotted nondimensionally in Fig. 4 as C(x, y, 0)/CmBx 
versus y/tj. Here rj(x) is the vertical similarity length of the diffusion 
plume defined by 

C(x, j / 0 ) /C m a x U,0 , 0) = 0.5 (19) 

The calculated diffusion data have a good fit to the curve given by the 
equation 

C(x, y, 0) 
exp -0.693 

y(xs) '*) (20) 

The corresponding experimental mean similarity curve, due to Mal-
hotra and Cermak [7], is also shown in Fig. 4 for comparison. This 
curve is described by the equation 

C(x,y,0) 
exp - 0 . 6 9 3 ^ ^ - ) (21) 

tmax \ T(\X 

The lateral concentration distribution at several downstream 
locations is plotted nondimensionally in Fig. 5 as C(x, 0, z)/Cmax 

versus z/<j, where <r(xs) is the lateral similarity length of the diffusion 
plume defined by 

C(x, 0,o-)/Cmox(x,0, 0) = 0.5 (22) 

The calculated diffusion data show an excellent agreement to the 
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experimental mean similarity curve [7] described by the equation 

C(x,Q,z) 

- ( 
exp -0.693 

<T(X„) 
(23) 

The similarity scales of the diffusion plume namely, i;, a, and CmaX| 

are functions of xs, the downstream distance from the source. Field 
measurements indicated that the peak concentration at any point 
downwind of a continuous source varies directly as the strength of the 
source and approximately inversely as the mean wind velocity, while 
the time-mean height and width of a continuously generated cloud 
show little variation with mean wind speed [2]. Within the range of 
the experimental variables, the laboratory data [6, 7] also support this 
statement. In Fig. 6, the computed values of ij, a, and U„ • Cmax at 
several stations are plotted against the downstream distance xs. The 
variations of these parameters can be given as 

2.U 

1.0 

0.5 

0.4 

0.3 

0.2 

0.1 

).05 

i 
i 

-

-

i i i i i i i i 

\ 

\ ^ ^ - ^ <*r^ 

o\ &^ ps 

\ s ^ $ ^ 

s^ / \ ^ 

Computations \ 0 

U » = 1.83 (meters / see l \ ° 

6 = 4.85 ( m g s / s e c ) \ 0 

o - Uco'Cmox (mgs /cm - s e c } \ o 
A - 7} (cms) \ 

0 - o~ (cms) \ ~ 

- " '•"— Experimental formula of V 
Malhotra and Cermak [_7j 

1 1 1 1 1 1 1 1 

5.0 

4.0 

3.0 I 
?){cms) 

2.0 

o- (cms) 

0.5 

3 0 60 120 180 240 3 0 0 

4.0 X s ( c m ) 

Fig. 6 Variation of the similarity scales with distance from the point 
source 

Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



U.B 

0.6 

0.4 

0.2 

n 

\ o 

^ * ^ ^ e 

— • — j _ 

1 

\° 

^ v © y 

1 

1 

| z | / 
fcr 

0.414 

0.828 

1.242 

1.656 

Computations 
U«>= 1.83 m/sec 
G = 4.85 mgs/sec 

o 

© 

© 

9 

Experimental 
Mean Curves 

(Malhotra & Cermak) 

_ 

^ — Equation { 27) 

IS,/// 

1 «-+*»W=fc 

i'n -

Computations 

Ufa = 1.83 m/sec 

G = 4 .85 mgs/sec 

C(x,y,z> 
Notation 

Experiment • 

{Malhotra & Cermak) 

Fig. 7 Vertical concentration profiles at various lateral distances 

l*l/a 
Fig. 9 Nondlmensional isoconcentration contours over plume cross sec­
tion 

Fig. 8 Lateral concentration profiles at various heights 

v(xa) = o.mfc)069 

<7(xs) = 0.223(xs)
a61 

U~ • Cmax(xs) = 132.34(xs)- (24) 

The corresponding experimental correlations [7], also shown in Fig. 
6, are given by the equations, 

tl(xs) = const • (xs)
0 '71 

o(xs) = const -(Xs)060 

LL • Cmax(xs) = const • xs-
1A1 (25) 

The rate of decay of the computed peak concentrations is slightly 
smaller than that in the experiments; otherwise, the calculated and 
experimental variations of the diffusion characteristics, equations 
(24) and (25), show good agreement. Here, the maximum error occurs 
only near the far downstream where Cmax is very small and the ex­
perimental precision is marginal. 

In Fig. 7, the relative concentration, C(x, y, z)/Cmax, is plotted as 
a function of the dimensionless height ylr\, for several values of the 
lateral distance parameter \z\la. In Fig. 8, the relative concentration 
is shown as a function of \z\la, for several values of the height pa­
rameter ylr\. The calculated concentration distributions can be de­
scribed by a dimensionless universal curve, 

C(x,y,z) 
- = exp -a 6 9 3[®1 '8 +Q]l (26) 

The corresponding experimental mean curves, shown in Figs. 7 and 
8, are described by the following universal distribution due to Mal-
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Fig. 10 Isoconcentration contours over the plume cross section at xs 
= 2 ft 

hotra and Cermak [7]: 

C(x,y,z) = expj-0.693[@1-4
+Q2] (27) 

It can be seen that the calculated distributions agree well with the 
experimental curves except near the outer edges of the diffusion 
plume where the concentration level makes accurate measurements 
difficult to achieve. 

The nondimensional isoconcentration contours over the plume 
cross section are shown in Fig. 9. The computed and experimental 
contours show good agreement except for small values of the relative 
concentration at the outer edge of the boundary layer, as already in­
dicated. 

In Figs. 10 and 11, the calculated isoconcentration data, over the 
plume cross sections at xs = 2 ft and xs = 4 ft, respectively, are com­
pared in the half plane with the corresponding dimensional mean 
isoconcentration contours given by Davar [6] from diffusion experi­
ments. Both the computed and experimental contours behave simi­
larly over the plume cross section with the maximum deviation being 
less than 10 percent over the range of calculations. 

In Fig. 12, the calculated vertical and lateral spreads of the plume 
are shown as configurations of the 0.25 Cmax and 0.75 Cmax lines to 
demonstrate the capability of the present approach in mapping the 
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entire concentration field over the range of calculations. 
In conclusion, the overall agreement with the experimental mea­

surements gives a good indication of the usefulness of the differential 
field-calculation approach and the Reynolds-analogy approximation 
in this type of problem. 
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The Natural Confection of Air Ofer 
a Heated Plate With Forward-
i oCSriy 2llffp 

An experimental study of free convection flow of air over a vertically oriented, isothermal, 
heated plate with a forward-facing step was done. The step height was varied from 0.3175 
to 0.9525 cm, and the distance of the step from the leading edge was varied from 7.62 to 
15.24 cm. Temperature profiles were measured with a thermocouple probe, and velocity 
profiles were measured by photographing the trajectories of small dust particles carried 
along with the flow. For comparison purposes the same measurements were made for a 
flat plate. The results are nondimensionalized for comparison with the theoretical veloci­
ty and temperature profiles for a flat plate. A discussion of how the temperature and ve­
locity profiles deform as the fluid passes over the step and the effect of step size and loca­
tion on profile shape is included. The experimentally obtained temperature profiles are 
used to calculate the dimensionless heat-transfer coefficient. This coefficient is charac­
terized in terms of the size and location of the step. 

Introduction 

The widespread use of printed circuit boards in electronics in recent 
years has suggested a new class of surfaces important for heat transfer 
studies. This involves protrusion of steps from a vertically oriented 
flat plate as shown in Fig. 1. The study of free convection from such 
a configuration requires the solution of a set of four simultaneous 
partial differential equations subjected to boundary conditions. The 
fact that these equations are coupled, further complicates the prob­
lem. As a result, an analytical solution cannot be made without relying 
on numerical techniques. As an alternative to this approach, an ex­
perimental study was attempted and presented in this paper to show 
velocity fields, temperature fields, and finally, the heat transfer 
coefficients expressed in pertinent dimensionless groups. 

The physical model used in the study is shown schematically in Fig. 
1. An isothermally heated plate of temperature Tw, having an up­
stream facing step, is vertically suspended in the atmosphere of 
temperature T„, pressure p„. The X axis is chosen along the plate 
surface while the Y axis is in the direction of the step. The leading 
length L of the plate was varied in the experiment from 7.62 to 15.24 

Contributed by the Heat Transfer Division of The American Society of 
Mechanical Engineers and presented at the ASME-AIChE Heat Transfer 
Conference, St. Louis, Mo., August 9-11,1976. Revised manuscript received 
by the Heat Transfer Division February 22,1977. Paper No. 76-HT-15. 

cm. These lengths correspond to 1/6-1/3 of the plate length required 
to reach turbulent flow, thus laminar flow is assured in the study. The 
step height t was varied from 0.3175 to 0.9525 cm, which was indeed 
small as compared to the size of horizontal plates previously studied 
in the literature. 

Description of Experiment 
Velocity Measurement. An inexpensive method of dust trajec­

tory technique was employed to measure the velocity field. The 
method calls for injecting extremely fine dust particles into the air 
stream and pumping the dust laden air into a test chamber in which 
the test object is located. Owing to the dust suspended in the air, the 
movement of the air becomes visible if illuminated with high intensity 
flashing light. The movement of the dust particles can also be pho­
tographed and recorded as dotted lines in photographs. From the 
length of the dust traces as well as the period of the light flashes, the 
flow velocity could be calculated. From the location of the plane of 
focus of the camera, the position of the flow field could further be 
selected to minimize the end effects of plates. 

The method has been previously used by Eichhorn [l]1 to study free 
convection from a vertical, isothermal, flat plate. At low Grashof 
number (3.36 X 106), Eichhorn's measured velocity showed a sys­
tematic deviation from Ostrach's theory [2] in the region outside the 

1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Physical model 

maximum velocity in the boundary layer. For his comparison, the 
kinematic viscosity was based on a reference temperature, Tr = Tw 

+ 0.17 (Tw - T*,). Refinements in the experimental apparatus were 
later made by Aihara, et al. [3], Aihara and Saito [4], and Brodowicz 
and Kierkus [5]. However, bodies of different orientations and con­
figurations were tested in their studies, thus providing no further 
verification of Eichhorn's observation. Their modifications of Eich-
horn's method are nevertheless significant in correcting some ex­
perimental techniques in which Eichhorn has difficulties. Some of 
their modifications include the use of a stirred, fluidized bed to obtain 
a positive injection of the zinc stearate dust into the test chamber. A 
modified photographic technique was also devised. Whereas Eichhorn 
used a lens with a magnification of nearly 18 and was thus limited to 
a field of view of 2.04 X 1.36 mm, the other investigators used a lower 
magnification, thus gaining a much larger field of view. The capability 
of photographing steamlines in a relatively large area by time exposure 
could also be achieved. Nevertheless, this lower magnification also 
brought about a much greater depth of field, giving rise to difficulties 
in determining the particle location in the view field. 

The apparatus and methods used in this study are basically similar 
to those of Aihara, et al., but with further refinements and modifi­
cations. Fig. 2 is a schematic diagram showing the experimental setup. 
Its construction is briefly described in the following. 

The experimental apparatus consisted essentially of three com­
ponents, namely, the convection chamber, the mixing chamber and 
the optics. The convection chamber was a wood framed, plywood box 
of dimensions 91.44 X 91.44 X 213.36 cm. Long, glass covered ports 

Chopper 

Source — Q C ^ 

Mixing Chamber 

Fig. 2 Test apparatus schematic 

were cut on the wall to allow illumination and photography of the dust 
particles near the test object which was mounted at the center of the 
chamber by supporting posts. To minimize possible electrostatic ef­
fects on the dust particles, the interior of the chamber was lined with 
an electrically conducting screen grounded to the heated plate and 
other metal parts in the chamber. Sheets of black paper were also used 
to cover the interior walls of the chamber to improve picture contrast 
in photographs. 

The test plate was constructed of aluminum and had dimensions 
30.48 X 45.72 X 0.635 cm. Step plates of different thicknesses could 
be attached to the heated front plate by screws (see Fig. 3). A layer 
of aluminum foil and a generous coat of silicon vacuum grease were 
applied between the plates to minimize contact resistance. Both the 
front plate and the step plate were instrumented with copper-con-
stantan thermocouples mounted with copper oxide cement in grooves 
milled in the plate surface. This plate assembly was electrically heated 
by coils of 0.0254-cm nichrome wire and the temperature adjusted 
by a variac. In operation it was found that the variation in plate 
temperature was no more than 1.2°C, resulting in a variation of (Tm 

— T„) of less than 3 percent. This was considered as satisfactory to 
meet the assumption of constant wall temperature. The surfaces of 
the plates were also polished to enhance the light reflection on the dust 
particles while minimizing the temperature nonuniformity resulting 
from the high intensity light projected onto the plate. 

- N o m e n c l a t u r e -

d = distance on image 
Gr = Grashof number, Pg(Tw - T«,)xa/,>2 

g = gravitational acceleration 
L = distance of step from the leading edge of 

plate 
( = distance on image 
M = magnification factor 
N = chopper speed 

Nu = Nusselt number 
n = number of images 
S = number of slots in chopper disk 
T r = reference temperature 
Tw = wall temperature 
T„ = ambient temperature 
t = step size 
U = velocity in X-direction 
X,Y= coordinates 

/3 = volume expansivity 
dpp = boundary layer thickness for flat 

plate 
f = dimensionless parameter, equation (2) 
i) = dimensionless parameter, equation (3) 
0 = dimensionless parameter, (T - T„)/(TW 

-r_) 
v = kinematic viscosity 
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image and comparing them with the corresponding real distances. The
particle's distance from the plate leading edge and plate surface was
measured on the projected image and scaled down to real values of
X and Y, respectively, by dividing by M, the magnification. The
distance d of n images of the same particle was measured from the
projection and the average particle speed over the measured path was
obtained from the equation

Fig. 4 Dust particle traces
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Fig. 3 Heated plate assembly

(1)The zinc stearate dust (less than 6 microns in size) was introduced
into the convection chamber through an opening at the bottom of the
chamber. Air was forced by a blower up through a fine net on which
the zinc stearate dust was rested and the dust laden air was pumped
through a mixing chamber on its way to the convection chamber (see
Fil{. 2). The mixing chamber served the dual purposes of minimizing
the forced draft induced by the room air disturbance while settling
out larger dust particles in the air. A trial and error method was used
to control the dust amount in the air by blocking off a portion of the
hlower intake.

The optics consists primarily of an illumination system used to flash
lights incident on the dust particles. The system consists of a set of
lenses, an aperture, a chopper and a lamp all mounted on an optical
hench. A 1000-W Eppley Laboratory calibration lamp was used for
the light source. A 600-rpm synchronous motor fitted with a circular
disk of on-off ratio of 1:2 was used as a chopper. Two biconvex lenses
and a plano-convex cylindrical lens were set to form an intense focal
field of 1.27 X 12.7 cm on the test plate. The camera used was a 35-mm
single lens reflex Nikon F with an fl.2 lens. An extension ring was also
used to focus down to close distances. Kodak Tri-X film was used in
the photography. The normal speed of this film is ASA 400, not sen­
sitive enough to show a clear image of dust on films. Thus a special
processing with HC-110 developer was used to effectively increase
the film speed rating to 4000. Tests showed that an aperture setting
of f2 and exposure time of 1/8 s gave best results for recording the dust
trajectory. If photographs of streamlines were desired, times up to one
second were found satisfactory.

Since length measurement, both for position and velocity, were to
be taken from the photographs, the magnification of the photographic
image had to be precisely known. For this purpose, a reference length
was included in all pictures. It was a 7.62 X 1O-3-cm wire hung verti­
cally a known distance in front of the plate. This distance could be
used to determine the magnification. As another reference, beads were
strung on the wire at a known distance apart. This wire appears to the
left of the stepped plate in Fig. 4, one of the photographs taken in this
study. Throughout the study, no local turbulence was observed inside
the field of view.

To ohtain the dust particle position from the photographs the de­
veloped film was projected onto a large screen. The magnification was
determined by measuring the reference distances on the projected

3SNd
U=---­

M(3n - 2)

where S is the number of slots in the disk, N the disk speed in revo­
lutions per second, and M the magnification.

Temperature Measurement. A thermocouple probe was used
to measure the temperature distribution in the boundary layer. A 7.62
X 1O-3-cm dia copper-constantan thermocouple was stretched across
two balsa wood slats to form a fork-shaped probe to measure the
temperature. Since these wooden slats should stay outside the flow
field, the thermocouple wire could not be made without a wide span.
The balsa wood conveniently provided the needed spring action to
keep the thermocouple from sagging at the measuring point. The
measuring fork was mounted on an X - Y translation stage which
allowed for adjusting the thermocouple position from outside the
convection chamber. The mechanism was located behind the test plate
in order to minimize disturbance of the flow field. Counters were also
installed to register positions of the thermocouple. The translation
mechanism was designed to permit a precision measurement of the
thermocouple position to 4.572 X 10-2 cm. To measure the ambient
temperature in the chamber, two additional thermocouples were also
stretched in front of the leading and trailing edges of the plate.

In operation, a step was mounted on the plate. The convection
chamber was sealed and the plate heaters turned on. After about 12
hr the temperature would reach steady state, the plate at about 71°C
and the air at about 27°C. Next the blower was turned on and dust
was slowly blown into the chamber for approximately 15 min until
a good quantity of dust was observed suspended in the chamber. At
this time the blower was turned off and a period of time, usually 30
min to an hour, was allowed for the larger dust particles to settle out
and for the air to be warmed back. to a steady temperature. After this
time period the chopper and ligpt source were turned on and a series
of photographs taken of the flow field over the step. The temperature
field was measured with the thermocouple probe and the ambient and
plate temperature readings were monitored periodically to insure
stability.

Results and Discussion
Velocity Profiles. Because of the small step size present on the

flat plate, it seems desirable to first measure the velocity profile on
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Fig. 5 Flat plate velocity profile 

a flat plate in order to reveal the characteristics of the method. Fol­
lowing Ostrach [2], the dimensionless velocity was defined as 

f = 
U UXh 

(2) 
2 y/0g(Ta - T„)X 2VGTX 

Similarly, a dimensionless distance normal to the vertical plate was 
defined by 

r < 3 g ( r m - r - ) ] ^ y _ G r , ^ Y 
4 X 

rpg(Tu-T.)V-
L 4„2X J 

(3) 

The property values in these equations were evaluated at Tr = Tw + 
0.17 (Tw - r „ ) following Eichhorn [1]. Fig. 5 is a plot of velocity 
profile on an isothermal, flat plate. The solid curve in the figure rep­
resents the theoretical profile developed by Ostrach (Pr = 0.72). The 
limits of uncertainty of the data are also indicated on the plot (see 
reference [6] for error analysis). As is seen in the figure, the experi­
mental data conform fairly well with the theory over most of the range 
of ij except that the experimental peak velocity is up to 36 percent 
greater than the theoretical value. This could be ascribed to one de­
ficiency inherent in the method. At locations very close to the plate 
surface, the flow velocity was nearly zero and sharp images of the dust 
trajectories could not be observed (see Fig. 4). On the other hand, 
there was entrainment of air into the boundary layer toward the outer 
edge of the layer. This resulted in a parabolic trajectory of the dust 
particle there. The problem was further complicated by the fact that 
the flow velocity was very low at the edge of the boundary layer, 
causing the dust paths to follow continuous streaks, and making it 
impossible to calculate velocities. 

Having gained this experience, velocity profiles on stepped plates 
were next measured. To facilitate correction, the data were grouped 
using nondimensionalized parameter X/L to identify X position. The 
step size t was nondimensionalized as t/dFP where <5FP is the local 
theoretical boundary layer thickness evaluated at X = L for an iso­
thermal, flat plate. For the present study, 

/ 4 \ i /4 
^ P = 4 . 5 L ( - ) (4) 

Fig. 6 presents the dimensionless velocity profile on stepped plates 
for X/L ranging from 0.83 to 1.17 and t/bFp ranging from 0.25 to 0.72. 
The solid curves, representing theoretical curves for a flat plate, are 
also given to serve as contrast. In each row of figures, the left two 
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profiles show the velocities below the step; right two, above the step. 
(For a more comprehensive data presentation covering other X/L 
values, the interested reader is referred to reference [6].) 

It is of interest to note from the figures how the velocity profiles 
change in the immediate vicinity of the step. Depending upon the 
magnitude of t/bpp, at some distance below the step, the velocity 
profile closely resembles that obtained experimentally for the flat 
plate, including peak velocities higher than theoretical. As the step 
is approached, the peak velocity decreases and the thickness of the 
boundary layer increases as the fluid decelerates in the X -direction 
and accelerates in the Y-direction to move over the step. Immediately 
after crossing the step, the fluid near the wall has a relatively high 
velocity but as it continues up the plate the profile tends back to that 
of the flat plate. 

A careful examination of the figures for t/bpp equal 0.61 and 0.72 
reveals something peculiar happening. Curves for t/bpp = 0.61 have 
the highest peak velocity among all step sizes tested. In contrast to 
what one might normally expect, the large step size increases the peak 
velocity markedly in the upstream direction. Because of this large 
peak velocity, the drop of this velocity as well as the thickening of the 
boundary layer when the flow crosses over the step is the most pro­
nounced of those observed. This step size even has an effect on the 
flow in the downstream direction, as the observed large peak velocity 
as well as the thickened boundary layer persist even for X/L reaching 
1.17. Contrary to what would be expected, the next larger step (t/bpp 
= 0.72) has a lesser effect upon the flow than was experienced for t/bpP 

= 0.61. The peak velocity is not as high, and, when the flow crosses 
the step, the relative decrease in velocity and increase in boundary 
layer thickness is not nearly as large as for the smaller step. A check 
of the experimental data revealed no differences in the experiment 
other than a slightly lower temperature (about 3.8°C). However, this 
difference was not sufficient to cause such a dramatic change. These 
observations suggest that the low pressure region in the downstream 
direction does have a marked effect on the total flow field, while an 
excessive buildup of the step size hinders the flow. A critical t/bpp 
might exist between 0.61 and 0.72. 

Temperature Profiles. The measured temperature data were 
nondimensionalized by using 
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Fig. 7 Flat plate temperature profile 
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Fig. 6 Velocity profiles on stepped plates 
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1 m J co 

Again for the purpose of comparison, temperature profiles for flow 
over a flat plate were first measured and compared with the theoret­
ical solution by Ostrach [2]. Pig. 7 shows the result where the experi­
mental uncertainty is again identified. Agreement is found good for 
») ranging from 0 to 2. For points of t\ greater than 2 the measured 

values of 6 are generally lower than the predicted. Also, the measured 
thermal boundary layer thickness seems to be smaller than predicted, 
thus indicating that the thermal boundary layer is not as thick as the 
hydrodynamic boundary layer for the study made. 

The temperature profiles for stepped plates are presented in Fig. 
8, noting that the X/L values are slightly different for data presented 
in the two right columns of the figure (see reference [6] for more data). 
As is consistent with the velocity profiles, at some distance below the 
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Fig. 8 Temperature profiles on stepped plates 

step, the temperature profile generally resembles that obtained for 
the flat plate. Close to the step the warmer fluid that was near the wall 
starts moving outward to cross the step. The gradient of temperature 
is thus decreased while the boundary layer is thickened. Then as the 
fluid crosses the step and the boundary layer thickness decreases, the 
temperature gradient becomes steeper, consequently increasing heat 
transfer. Once again as the fluid moves downstream, the profile tends 
to return to the similar flat plate profile. 

A large step size appears to have an effect on the upstream tem­
perature profiles. For XlL ranging from 0.51 to 0.55 (not shown, see 
[6j) the temperature gradient near the wall is not as steep as for a flat 
plate. Farther downstream from the step, for t/SFP = 0.48, the tem­
perature profile does not return to that of a flat plate, even for XlL 
= 1.73 [6]. A close examination of this figure reveals that the change 
of temperature gradient at the wall as well as the increase in thermal 
boundary layer thickness is the largest of those tested. As noted earlier 
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in the discussion of velocity profiles, there was a peculiar change in 
the flow characteristics for t/SFP changing from 0.61 to 0.72. There 
is no apparent difference of this sort for the temperature profiles at 

t/dFP = ° - 6 1 a n d °-72-
The temperature curves were subsequently used together with the 

equation 

Nux / 
— 7 7 : = -0.707 (• 

•6£\ 

bill u 
(5) 

to find the local heat transfer coefficient expressed in Nux. The cor­
relation between Nu x /Gr x

1 / 4 and XIL, for Grashof numbers ranging 
from 2 X 106 to 8 X 107, can be expressed as (6) 

Nux 

GrxW 

_Nux 

Gr x
1 / 4 ' 

for XIL < 

_Nux 

O r , " 4 

Nux 

O r , " 4 

Nux 

Gr I/*" 

0.657 - 0.830 (—\ 

X (1 - XIL)x'h 0.25 < t/SFP < 0.61 (6) 

-0.289 + 0.721 (—) 1 

X (1 - X/L)1'5 0.61 < t/6FP < 0.72 (7) 

1, and 

0.808 - 1.327 f—\ 1 

X (XIL - l ) 1 ' 6 0.25 < t/bFP < 0.48 (8) 

-0.707 + 1.832 / — ) 1 

1.446 - 1.672 (—) 1 

X (XIL - I)1'5 0.48 < t/bFP < 0.61 (9) 

( - ) 
\SFp/ 

X (XIL - 1)1/B 0.61 < tlbFP < 0.72 (10) 

for XIL > 1. The thermophysical properties used in the correlation 
were evaluated at Tr = Tw + 0.17(TW - T„) for Tw = 71°C and 2"„ 
= 27°C. Uncertainty in the heat transfer parameter (Nux/Gr1/4) was 
calculated to be less than 20 percent (see reference [6] for complete 
error analysis). 

These equations demonstrate that the heat transfer parameter 
decreases with increase of (XIL) until the step is reached, where this 
parameter is zero. Further downstream from the step, the heat 
transfer parameter gradually increases with distance and reaches flat 
plate value for small step sizes. It is noted that, since the step size is 
small in the study, heat transfer contribution due to the step surfaces 
has been ignored in the analysis. 
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An Experimental Study of Natural 
Convection Mass Transfer Along a 
Vertical Plate With Surface Injection 
Laminar isothermal natural-convection mass transfer along a porous vertical plate in an 
aqueous sodium chloride solution with uniform surface injection of pure water at the 
plate surface is investigated experimentally by means of a Mach-Zehnder interferometer. 
Grashof numbers for the mass transfer system range from 0.253 X 104 to 0.858 X 101; the 
surface injection velocities are from 0.519 X 10~4 cm/s to 0.937 X iO - 3 cm/s; and Schmidt 
numbers cover a range from 582 to 643. Steady concentration profiles and rate of surface 
mass transfer have been obtained, and are compared with the theoretical result based on 
a similarity solution with matched surface concentration distribution, Grashof and 
Schmidt numbers, and surface injection rate. 

Introduction 

Laminar natural convection heat transfer phenomena at high 
Grashof numbers have been extensively analyzed in the literature 
based on the boundary layer equations, and the results are well sub­
stantiated by experimental data. Corresponding natural convection 
problems in mass transfer or combined heat and mass transfer have 
been similarly treated analytically, and good examples are the anal­
yses of Seville and Churchill [l]2 and Gebhart and Pera [2]. Unfor­
tunately, very few experimental data are available for comparison with 
such analyses. For the vertical-plate geometry, we have the inter-
ferometric data of Adams and McFadden [3] who studied the subli­
mation of a heavy organic vapor from a heated vertical surface, the 
liquid data of DenBouter, DeMunnik, and Heertjes [4] also for the 
combined heat and mass transfer problem, and the pure mass transfer 
data of Lloyd, Sparrow, and Eckert [5], using an electrochemical 
technique. Also pertinent are the horizontal plate data of Goldstein, 
Sparrow, and Jones [6] based on the naphthalene sublimation tech­
nique. It is noted that with the exception of the data of Adams and 
McFadden [3], none of these data includes detailed concentration 
and/or temperature profiles. Furthermore the authors are not aware 
of any experimental work dealing with the effect of surface injection 

1 Deceased. 
2 Numbers in brackets designate References at end of paper. 
Contributed by The Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the National Heat 
Transfer Meeting, St. Louis, Mo., August 9-11,1976. Revised manuscript re­
ceived by the Heat Transfer Division March 10,1977. Paper No. 76-HT-14. 

in similar problems, even though general analyses are available for 
the vertical plate heat transfer problem with surface injection [7, 
8]. 

This paper describes an experimental study of laminar isothermal 
natural-convection mass transfer along a porous vertical plate in an 
aqueous sodium chloride solution with uniform injection of pure water 
at the plate surface. Steady concentration profiles and local rates of 
mass transfer have been measured by a Mach-Zehnder interferometer. 
These results are compared with that based on a similarity solution 
with matched surface concentration distribution, Schmidt number, 
local Grashof number and surface injection rate. 

Experimental Apparatus 
A schematic diagram of the experimental apparatus and the aux­

iliary equipment is shown in Fig. 1. The experiments were conducted 
in a stainless steel cylindrical tank, 76-cm ID and 152-cm long. The 
tank was mounted with its axis vertical and with an open top. There 
were four ports evenly spaced around the circumference of the tank 
at a distance of 45.7 cm from its bottom. Special stainless steel holders 
to support the optically flat glass windows were mounted in two op­
posite ports by bolts and properly sealed. The holders provided ap­
proximately a 20-cm gap in the tank between the two opposite optical 
flats and a field of view 8.3 cm in diameter. Plexiglas disks were fab­
ricated for the remaining two ports to serve as observation windows. 
A stirrer was also installed in the test tank to aid in mixing the solu­
tions and reducing temperature gradients during the interferometric 
tests. 

The vertical test plate was 11.2-cm wide, 21.3-cm long, and 0.63-cm 
thick, made of nickel Foametal (marketed by General Electric) having 
a porosity of approximately 40 percent. It was mounted on an alu-
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Fig. 1 Schematic diagram of the experimental apparatus 

minum holder coated with a corrosion-resistant paint, and sealed with 
Silastic at the edges. The holder provided a hollow interior about 
0.5-cm thick behind the test plate so that a uniform flow could be fed 
through the plate to generate the natural convection process. Mani­
folds were used for inflow and outflow; and had eight 6-mm holes 
connected to the hollow interior behind the plate and also two plastic 
tube fittings for connection to the plate flow system. A piece of 
Plexiglas with three needles mounted in it at 7.6-cm intervals was 
attached to the side of the holder frame. These needles were used as 
precise reference points to determine exact locations along the plate 
in the interferometric measurements. The plate-holder assembly was 
bolted to a structural system which permitted manual rotating and 

leveling of the test plate in the field of view of the interferometer, when 
placed in position in the tank. 

The mass transfer medium in the test tank was an aqueous sodium 
chloride solution and pure water was fed through the Foametal test 
plate. This concentration difference generated the natural convection 
flow adjacent to the plate. The pure water was fed into the test system 
from an overhead cylindrical polyethylene feed vessel, 27.9 cm in di­
ameter and 35.6 cm in height. Polyethylene tubing of 0.64-cm ID was 
used to connect the feed vessel to the inlet manifold on the plate 
holder through one of the Plexiglas tank windows. A needle valve and 
a flowmeter were installed directly below the feed vessel to control 
and record the rate of water flow. Inside the test tank, the tubing was 
coiled twice, and a glass wedge-fitting was installed to divide the flow 
prior to its entry into the inlet manifold. The coils provided ap­
proximately 2.5 m of tubing in which the temperature of the incoming 
flow could be brought to that of the tank solution. 

To control the flow of pure water into the test plate, overflow sys­
tems and fluid level sight tubes were incorporated in the experimental 
apparatus. The overflow in the main test tank ran into one of three 
calibrated burettes, and provided a check on the flow through the test 
plate. The fluid levels in the test tank and the feed vessel were mon­
itored by sight tubes and accurately measured by a microscope, which 
also monitored the fluid head representing the pressure at the inlet 
of the test plate assembly. 

As mentioned previously, the main measurement device used in. 
this experimental study was a Mach-Zehnder interferometer with 
10.2-cm optical components. A compensating chamber in the refer­
ence arm of the interferometer was used to compensate for the in­
creased optical path length due to the width of the sodium chloride 
solution and the glass in the test arm. The compensating chamber 
duplicated the optical characteristics of the test section by providing 
the same essential geometry, optical plates, and the solution at the 
same hydrostatic pressure. The fringe patterns were photographed 
with a Graflex camera. The image of a machinist's scale and a counter 
was also superimposed on the image of the plate holder in the inter-
ferograms. Other instrumentations used in this study are given in [9]. 
It suffices to indicate here that temperatures in the test tank, feed 
vessel and room were monitored by means of three 30 gauge copper-
constantan thermocouples and a self-balancing potentiometer; and 
concentration of the dilute sodium chloride solution by a calibrated 
conductivity cell with platinum electrodes, as well as by platinum 
conductivity probes. 

Experimental Procedure 
Because of the small pore size of the Foametal plate, it was neces­

sary to use extreme care in the preparation and storage of all water 
used in the experiments. Water was first run through a softener, then 
distilled, immediately demineralized, and subsequently filtered 

^Nomenclature. 

oi, 02,03 = constants in similarity solution 
D = diffusion coefficient, cm2/s 
/ = dimensionless stream function, equation 

(11) 
Giwx = gax3 (wAw ~ wA„)/v2 

g = gravitational acceleration, cm/s2 

H=gaLa(wA - WA«)/"2 

L = overall height of test plate, cm 
m = constant in equation (8) 
rh = mass flux, gm/s cm2 

n = exponent in similarity solution 
Sc = Schmidt number 
Shx = local Sherwood number, mAx/[pD(wAW 

- wA~)] 
u = velocity in the x -direction, cm/s 
u = uL/u 

v = velocity in the y-direction, cm/s 
v = TiL/u 
w = mass fraction, gm/gm 
x = vertical coordinate measured from the 

leading edge, cm 
x = x/L 
y = normal coordinate measured from the 

plate surface, cm 
y =y/L 

p \dWA'T,p 

r] = dimensionless similarity variable, equa­
tion (12) 

v = kinematic viscosity, cm2/s 
£ = dimensionless similarity variable, equa­

tion (16) 

p = fluid density, gm/cm3 

4> = dimensionless stream function, equation 
(16) 

X = (WA ~ WA„)/(.WAw - U>A~) 

\p = dimensionless stream function, equation 
(11) 

Subscripts 
A = component A of a binary mixture 

(NaCl) 
w = wall conditions 
°° = conditions in the ambient 

Superscript 
(') = derivatives with respect to the inde­

pendent variable 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 447 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Flg.2 Typlcallnterferograms: (8) Inll/al frInge pattern; (b) run A-1, v..
= 0.211 X 10-3 cm/s; (c) Run A-2, v.. = 0.342 X 10-3 cm/s; (d) Run
A-3, v.. = 0.612 X 10-3 cm/s; (6) Run A-4, v.. = 0.790 X 10-3 cm/s

[14, 15], diffusion coefficient [13], viscosity [14, 15], and refractive
index [16].

A few of the typical interferograms are presented in Fig. 2, which
show clearly the effect of the wall velocity on the concentration pro­
files. At the low injection rates the fringe patterns resemble those for
ordinary natural convection heat transfer. The change in the profiles
with increasing injection to the characteristic S-shaped form is readily
apparent.

Some selected data are shown in Tables 1 and 2. Table 1 lists the
ambient conditions and the surface injection velocity for the various

Cf,.". Run A·4. \'v - 0.790 x 10. 3 ~t1\/·h ..Cd) Run A-l, "w;; 0.412: x IO·j cm/,.c<

lb) Run ;\-1, \·w;: 0.2:111( 10- 3 em/sec:

through 1.2-micron pore-size membranes. It was then stored in
polyethylene containers. Water used in the plate-flow system was
prepared in the same manner, except it was filtered twice. The solu­
tions used in the experiments were prepared with a reagent grade
sodium chloride of certified purity and purified water. The purity of
the water was always assured by resistance measurement with a
conductivity bridge. The procedure was first to dissolve thll salt
thoroughly in approximately 12-15 I of water in a container. The
contents were then added to a known volume of tank water. Using the
microscope and sight tube to determine the volume change, the bulk
concentration in the tank could be calculated. The solution was mixed
thoroughly by stirring for at least 6 hr, and the interferometric testing
was not begun until 24 hr had elapsed. The bulk concentration was
checked by the electrolytic resistance measurements.

To prepare for the interferometric study, the test tank was first
degreased with toluene and acetone, and thoroughly cleaned and
rinsed with purified water. The plate assembly was cleaned in a similar
manner. The appropriate tubing connections in the complete flow
system were then made and the three sight tubes were leveled and
aligned. The large tank and the feed vessel were then filled with water
and the system was run for an initial period of 24-48 hr to insure
ridding the air bubbles from the tubes and the plate-holder assembly.
The Foametal plate was then calibrated for the flow-pressure drop
behavior by means of the overflow system.

Immediately following the calibration of the porous plate, the in­
terferometric testing was initiated. The interferometer was aligned
in much the same manner as outlined by Eckert, Drake, and Soehngen
[10] and the midplane of the Foametal plate was then focused on the
ground glass screen of the camera by means of a surface locating probe
and a suspended plumb-line. At this time, the desired amount of salt
was added to the water already in the tank and the solution thoroughly
mixed, as described previously. The image of the scale and counter
was superimposed on that of the plate assembly. Prior to each run,
the spacing of the fringes was adjusted, and the fringes were aligned
perpendicular to the plate surface.

The flow rate to the plate was then set to match the overflow rate
from the tank, and the timer was started. Each run lasted between
45 and 90 min depending on the position of the plate in the interfer­
ogram. When steady-state conditions prevailed, a single exposure was
taken of the fringe field. In addition, the flowmeter reading, the emf
readings of the thermocouples and the fluid levels in the sight tubes
were recorded. When the flow-pressure drop readings deviated from
the original calibration curve, this signified permeability change due
to corrosion and clogging and the run was consequently aborted. The
bulk concentration of the tank solution was checked after each set of
four or five runs. Because the amount of water added during the runs
was very small relative to the tank solution volume, the change in bulk
concentration during a set of runs was negligible. The interferometer
and test equipment were located in an isolated end of the laboratory
behind a heavy velvet curtain, and all testing was performed at night
to reduce vibrations in the fringe patterns caused by external dis­
turbances.

Experimental Results
Errors associated with the interferometer measurements were

analyzed in this investigation, and details are given in [9]. It suffices
to indicate that these errors were ofthe order of 5 percent, except for
cases of high surface injection rates where they could approach 10
percent. In particular, the end effects were evaluated with an approach
given by Eckert and Soehngen [11] and Goldstein [12] and the asso­
ciated error was found to be well within one percent in the concen­
tration gradients. Temperature variations in the experiments were
found to be extremely small, and they had little effects on the results.
This was substantiated by taking and examining interferograms prior
to mass transfer tests by running pure water through the entire test
system with controlled temperature differences between the water
in the feed vessel and that in the tank. Calculations of the dimen­
sionless quantities in this study were based on property values for the
sodium chloride solution interpolated from tabulated values given
in the following references: equivalent conductance [13, 14], density
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Table 1 Ambient NaCI solution properties and surface Inlecl/on velocll/es

RUN wAoox 10
4

T(oC) Se Vm(~:e) x 10
4

A-3 0.810 22.9 620 6.12

C-l 0.793 22.2 643 0.533

M-l 0.810 23.6 597 0.553

M-2 0.810 23.6 597 0.951

M-3 0.810 23.6 597 1. 24

M-4 0.810 23.7 594 2.06

M-5 0.810 23.6 597 4.67

M-7 0.810 23.5 601 9.37

P-5 1. 548 23.8 591 4.81
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Table 2 Results of interferogram analyses 

x(cm) 

RUN A-3 

12.07 
14.89 
18.03 

RUN C-l 

12.24 
15.10 
17.81 

RUN M-l 

2.94 
5.96 
8.69 

RUN M-2 

2.93 
5.91 
8.84 

RUN M-3 

2.99 
5.92 
8.64 

RUN M-4 

2.94 
5.71 
8.20 

RUN M-5 

2.99 
5.87 
8.22 

RUN M-7 

3.10 
5.73 
8.23 

RUN P-5 

3.20 
5.64 
7.79 

w. x 10 ( Aw 

8.38 
6.06 
4.14 

63.3 
62.4 
58.2 

68.7 
67.7 
63.9 

64.7 
63.1 
60.9 

63.6 
60.9 
60.3 

54.7 
51.8 
50.3 

34.6 
34.8 
33.4 

16.0 
11.8 
13.3 

65.3 
64.3 
63.5 

3-^) x 10 dy w 

0.55 
0.546 
0.517 

0.634 
0.641 
0.688 

0.649 
0.587 
0.568 

0.742 
0.628 
0.555 

0.727 
0.644 
0.563 

0.964 
0.796 
0.740 

0.849 
0.656 
0.554 

0.434 
0.408 
0.354 

1.81 
1.26 
1.15 

n 

0.14 
0.14 
0.14 

0.33 
0.33 
0.33 

0.28 
0.28 
0.28 

0.18 
0.18 
0.18 

0.17 
0.17 
0.17 

0.15 
0.15 
0.15 

0.026 
0.026 
0.026 

0.048 
0.048 
0.048 

0.041 
0.041 
0.041 

Gr x 10-4 
wx 

100 
194 
354 

22.2 
44.2 
90.7 

0.253 
2.27 
9.03 

0.333 
2.99 
11.3 

0.377 
3.38 
10.8 

0.543 
4.41 
13.7 

1.00 
7.57 
21.4 

0.56 
10.5 
30.4 

2.39 
13.2 
34.8 

runs analyzed, and Table 2 provides the direct results of the inter­
ferogram analyses in terms of WAW, (dwA/dy)w, and the local mass 
transfer Grashof number G r ^ at various x -locations in each run. The 
local Grashof number ranges from 0.253 X 10" to 0.858 X 107. A total 
of 22 runs were carried out, and the interested reader is referred to 
[9] for the remaining data not shown here. 

It should be noted that theoretically the surface injection rate and 
the surface concentration variation can be independently specified 
for a given mass transfer problem. The fact that this was not done in 
this investigation was due to the specific experimental apparatus. 
Particularly, the contamination of the pure water inside the test plate 
due to back diffusion of the salt solution could not be controlled in 
the experiments. Consequently, in addition to the surface injection 
velocity, the measured surface concentration variation must also be 
considered as a boundary condition for the mass transfer problem in 
any theoretical calculations. 

Compar i son W i t h A Loca l S imi lar i ty S o l u t i o n 
No theoretical solution to the problem treated in this experimental 

study was available in the literature. A similarity solution was at­
tempted for the mass transfer problem, and the result can be used to 
compare with the experimental data on a local-similarity basis. Such 
a comparison not only gives another indication of the validity of a local 
similarity solution, but also provides a basis for discussing the physical 
phenomenon. 

Dimensionless boundary-layer equations for steady, laminar, 
two-dimensional, isothermal natural convection mass transfer on a 

vertical plate for a two component and constant-property boundary 
layer with negligible dissipation and coupling effects can be written 
as 

du dv 
— + — = 0 
dx dy 

du du d2u 
u — + v-z = H + -— 

dx dy dy1 

_dH gaL3_dwA _dH 1 d2H 
u -^7 + u—— + u—— = — 

dx v2 dx dy Sc dy2 

(1) 

(2) 

(3) 

(4) 

with the boundary conditions 

y=0 U = 0 V = VW{X) H = HW(X) 

5?^oo u — o H^-0 

Here we seek the functional wA™ (x), vw(x), and Hw(x) which would 
permit a similarity solution to the foregoing governing equations. The 
technique used follows closely that of Yang [17] and Yang, Novotny, 
and Cheng [18], and only the results will be shown here. For 

•—— WAW = a3 + <na2(m + 1) (— I 
vi \ a 2 / 

gaL3 

•U>A-

/4x\n 
• a3 + aia 2m (— I 

\ a 2 / 

_ /4x\n 

Hw(x) = a i a 2 (— 
\ a 2 / 

where all a's are constants, and 

_gaL3 l dx \ du>A-

v2 \d~Hj ~d¥ 

(5) 

(6) 

(7) 

(8) 

Equations (l)-(3) are reducible to the following ordinary equations 

f" + (n + 3) / / " - 2(n + l ) / ' 2 + a l X = 0 

— x" + (n + 3 ) / x ' - 4nf'x ~ imnf •• 
Sc 

0 

with the boundary conditions from (4) 

/(0) = /„ f (0) = 0 x(0) = 
f'(co) = x ( c o ) = 0 

where / is the dimensionless stream function defined by 

(9) 

(10) 

~ f(x,y)' 
3y dx 

and the prime refers to derivatives respect to -q defined by 

a 2 ( — ) 
\ a 2 / 

fbl) (ID 

/4x\(n -1)14 

i — / y 

\ a 2 / 

The surface mass transfer characteristics are then given by 
WAu 

Sh* 
x'(0) + ( n + 3)Sc-

WAu. WAa 
-L 

,1 /4 

(12) 

(13) 
( G w / 4 ) " 4 ai'-

Note that this definition includes both the diffusive and convective 
fluxes. If only the diffusive flux were included, the corresponding 
Sherwood number would then be similar to that commonly used for 
natural convection heat transfer problems. Also, equation (13) is only 
compatible with the similarity solution with 03 = 0, unless n = 0, for 
which case 03 is an arbitrary constant. 

For the pure mass transfer problem considered here, m = 0, and 
01 = 1 without any loss of generality. The Schmidt number is high 
(~600), and as a result, asympototic equations for Sc ->- <*> can be used 
as a good approximation. Thus, equations (9) and (10) reduce to 

V" + x = 0 

X" + (n + 3)0x' • 

With the boundary conditions 

4n0'x = 0 
(14) 
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P'(0)=0 x(0) = l 
(15) 

(16) 

0(0) = S c ^ d + Sc)1'4^ 

0"(co)=O X (oo)=0 

where prime refers to derivatives with respect to £, and 

*({) = S c ^ d + Sc)V*f(v) x(0 = x(„) 

„ I Sc2 \ l /4 

Note that the boundary condition (/>'(<") = 0 is here replaced by 0"(<=°) 
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since the solution sought here represents an inner solution. Numerical 
solutions to equations (14) and (15) were used to compare with the 
experimental data on a local basis. 

For such a comparison, it is necessary to establish the input pa­
rameters from the experimental data for use in the local similarity 
solution. A least-square technique was used to fit the three {wA„ -
u)AW) values in a given run, as shown in Table 2, by a curve of the form 
~J", so that a value of n could be determined. It was found that in all 
runs the data of ( » A . - U>AW) only differed from that of the least-
square curve by no more than 0.6 percent. The constant a^, which in 
this case represents the level of the mass transfer Grashof number, 
was then calculated from equations (5) and (6): 

Q2 = I—7- (WAw ~ I«A-) / (4x)" (17) 

The corresponding /„, could then be determined from equations (11) 
and differentiation with respect to *, or 

fw 
1 /4*\d-n)/4 

(18) 

where vw is the dimensionless injection velocity vwL/v, which is pos­
itive for injection. Once the local value of fw was known, the similarity 
solution could then be obtained numerically with the n value deter­
mined for the run and Sc of /„, was known and calculated from the 
property values. 

Figs. 3-6 show typical comparisons of the concentration profiles 
for a wide range of fw values, as a function of the similarity variable 
T) given by v - (y/L){a2/4x)(1~n'>/4, It is apparent from the figures that 
the experimental data exhibit the same trends predicted by the 
present local similarity solution. It is also apparent that the similarity 
profiles are in good agreement with the data at low injection rates, but 
show increasingly large deviations from the experimental data as 
injection rate increases. In all cases, the local similarity solution un­
derestimates the surface concentration gradient — x'(0). 

In the limit fm~* 0, the similarity solution meets all the conditions 
of the experimental situation with the same value of n, and conse­
quently, the local similarity solution is quite accurate in the range of 
low injection rates. As injection rate increases, the behaviors of the 
injection rate variation along the plate are quite different. The higher 
injection rate in the upstream locations, as called for in the similarity 
solution according to equation (18), carried a large amount of low 
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X(7?> 

Run A-3 

x = 18.03 cm 
Grwx = 0.334xl0'_ 

n = 0.14 
fw=-0.122x10 

o Experiment 
Similarity 

Profile 

Table 3 Comparison of the experimental and theoretical values of - S h , / 
(Gr„x/4)1 '4 

0 O.I 0.2 0.3 0.4 0.5 0.6 

1 
Fig. 6 Concentration profile for Run A-3 

concentration fluid upward and would consequently lead to lower 
concentration at any given y, when compared to the case of uniform 
injection of the experiments. As a result, the similarity solution de­
viates increasingly from the experimental situation as injection rate 
increases and in all cases of fw, underestimates the dimensionless 
surface concentration gradient — x'(0). 

The apparent relation between the surface concentration and the 
surface injection rate as shown in Table 2 needs some clarification. 
As pointed out previously, in the mass transfer problem these two 
quantities should be independent inputs. The reason that they are 
not in the experiments is because of the specific experimental appa­
ratus and procedure used. There was always back diffusion of the salt 
into the plate between the runs and the Foametal plate retained a 
certain level of concentration before the next run commenced. As a 
result, this contamination affected the subsequent surface concen­
tration variation. For low injection rates, the surface concentration 
level was high. As the injection rate increases, more pure water with 
zero concentration came through the plate, thus leading to lower 
concentrations at the surface. However, this back-diffusion phe­
nomenon should not affect the validity of the experimental data, since 
the mass transfer was uniquely determined by the injection rate and 
the surface concentration variation. 

To further compare the experimental data with the local similarity 
solution, the Sherwood numbers in the form of ShI/(Gr„J:c/4)1/'4 were 
determined from both the experimental data and the similarity so­
lution in accordance with equation (13) for the M-series of runs. The 
results at several locations are shown in Table 3, together with the 
corresponding fw values. Note that all local Sherwood numbers are 
negative, indicating that the net surface mass flux is going into the 
fluid from the surface against the direction of decreasing concentra­
tion. The primary reason is that in all the experimental runs the 
surface convective flux overshadows the diffusive flux. 

Upon initial observation, it is very surprising that while the surface 
gradients —x'(0) are not predicted well by the local similarity solution 
at large injection rates, the surface mass fluxes predicted by the local 
similarity solution are quite accurate throughout the injection rate 
range dealt with in the experiments. The reason here is that we are 
dealing with basically an injection-dominated mass transfer problem. 
The diffusive flux as represented by x'(0) in equation (13) only plays 

RUN 

M-l 

M-2 

M-3 

M-4 

M-5 

M-7 

x(cm) 

2.94 

5.91 

8.64 

2.94 

5.87 

8.23 

-f x 102 

w 

0.111 

0.213 

0.291 

0.356 

0.840 

1.710 

-Sh /(Gi 
X 

Experimental 

8.63 

11.6 

14.0 

11.6 

10.6 

2.64 

wx 

Theoretical 

8.31 

11.6 

14.1 

11.7 

11.1 

2.81 

a minor role in the mass transfer process. At low injection rates, x'(0) 
is accurate, but so is the convective flux term. At high injection rates, 
x'(0) is inaccurate, but it only contributes a small amount to the net 
surface mass flux. 

Another feature of the data depicted in Table 3 is that the surface 
mass flux increases to a maximum and then decreases as the injection 
rate increases. This behavior is believed to be directly related to the 
present experimental investigation. It can readily be understood if 
we examine again equation (13). The convective flux term is largely 
determined by the product of WAW and fw. At low flow rates, IVAW de­
creases only slightly as injection rate and /„, increase. As a result, the 
surface mass flux increases. We reach a maximum when these two 
effects balance each other. As the injection rate further increases, the 
WAW decreases much more rapidly than the increase in fw, and con­
sequently the surface mass flux drops off. In fact, it is fully expected 
that as the injection rate becomes very high, the surface concentration 
will approach zero and the surface mass flux will also tend to be 
zero. 

Conclusion 
An experimental study was carried out for mass transfer along a 

vertical plate with surface injection of pure water into an environment 
of a dilute aqueous sodium chloride solution. Concentration profiles 
and surface concentration gradients were measured by a Mach-
Zehnder interferometer. The results are compared with a local simi­
larity solution with matched surface concentration variation, local 
injection rate and Grashof number, and Schmidt number. The fol­
lowing conclusions can be drawn: 

1 Some typical experimental data of surface concentration vari­
ations and surface concentration gradients are presented in tabulated 
form so that they could be used as a base for developing predictive 
theories. 

2 The local similarity solution predicts well the concentration 
profiles for low injection rates. However, the prediction becomes in­
creasingly worse as the injection rate increases. Also, throughout the 
range of injection rates used in the experiments, the local similarity 
solution underestimates the surface concentration gradients, the 
difference being larger for higher injection rates. 

3 In contrary, the local similarity solution is quite accurate in 
predicting the surface mass flux even in the range of high injection 
rates where predictions of surface concentration gradient are inac­
curate. The resson for this is that the surface mass flux is predomi­
nantly governed by the convective flux. 

4 For the surface concentration variations encountered in the 
experiments, the surface mass flux increases to a maximum and then 
decreases, as the injection rate increases. As the injection rate becomes 
very large, the surface mass flux tends to zero in the limit. 

5 No simple dimensionless correlation was found for the local 
Sherwood number in the present investigation. 
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Free Convection Boundary Layers 
on Cylinders of Elliptic Cross 
Section 
Numerical results are presented for free convection boundary layers over horizontal cylin­
ders of elliptic cross section when the major axis is both horizontal and vertical and when 
the cylinder is isothermal and has constant heat flux. The particular case of a circular cyl­
inder is considered and these results are compared with the various series expansions sug­
gested for solving the equations. 

I n t r o d u c t i o n 

There is, at present, a good deal of information about laminar free 
convection boundary layers over isothermal bodies for which the flow 
is similar. For more general body shapes various approximate methods 
have been suggested, perhaps the most reliable of these being series 
expansion techniques which expand in powers of some variable related 
to the distance around the cylinder. The disadvantage of such 
methods is that it is impossible to estimate their overall accuracy. In 
[1] ,* the author described a method of solving the full partial differ­
ential equations for the free convection boundary layer over cylinders 
of general rounded cross-sectional form which could be used to give 
reliable results over the whole of the cylinder; the particular example 
considered there was of a circular cylinder. These numerical results 
can then be used as a check on those given by the various series ex­
pansions. Those considered are a Blasius series, as described by [2, 
3] which uses the natural boundary-layer variables, a Gortler-type 
expansion, given by [4], in which a transformation of variables is first 
made, and a series based on a local similarity solution, as given by [5, 
6]. 

The numerical solution is also used to give results for the heat 
transfer from isothermal cylinders of elliptic cross section of various 
eccentricities in both cases when the major axis is horizontal and 
vertical. Also given are surface temperatures on these cylinders when 
they have constant heat flux. These latter results are obtained from 
essentially the same numerical method as given in [1], modified 
slightly to account for the derivative boundary condition on the cyl­
inder. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 30,1976. 

E q u a t i o n s of M o t i o n 
With the usual assumptions, the equations for the free convection 

boundary layer on a horizontal cylinder are 

du 
- + — = 0 

dx dy 

du du „ „ , . d2u 
u — +v — = g/3(T - T0) sin <f> + v — 

ox ay ayi 

dT 8T 
u 1- v — = 

dx dy 

d2T 

dy2 

(1) 

(2) 

(3) 

with boundary conditions 

u = v = 0, T = T\ (isothermal) or 

dT 
— = — q (constant heat flux) on y = 0 
dy 

•o, T^T0 a s y - (4) 

Here <p is the angle made by the outward normal from the cylinder 
with the downward vertical. A full description of the coordinate sys­
tem used is given in Fig. 1. From equation (1) a stream function i/< can 
be defined in the usual way, and then the equations made nondi-
mensional by introducing nondimensional variables X = x/a and for 
the isothermal case 8 = (T - T0)/AT, ^ = ^/MT~1/4, Y = (y/a)Gr1/4 

with the Grashof number given by Gr = g0&Ta3/vi, and in the con­
stant heat flux case 6 = (T - T0)Gxllblaq, J = \p/vGr~1/!i, Y = (y/a) 
Qri/s vvith the Grashof number now given by Gr = gftqaA/v2. a is a 
typical length scale, taken as the radius for the circular cylinder and 
the length of the semimajor axis for an elliptic cross section. 

To deal with bodies with rounded lower ends for which sin (f>/X -» 
A0 (a constant) as X -* 0, a further transformation is necessary, 
namely \j/ = Xf(X, Y). The resulting equations are 

d3f sin <j> 

—h + "0 + 
dY3 X 

fZL-(*LY = x(. 
dY2 \dY/ \ 

df 82f 

dYdXdY dX dY2) 
(5) 
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Table 1 Heat transfer 0—blunt orientation, Pr = 1 (Isothermal cylinder) 

i a2e 
PrdY2 

with boundary conditions 

df 

+ f»mX(°L*L_»*L) ( 6) 
ay \dXdY dYdxl 

f dY 
0, 1 (isothermal), 

36 

dY 
= — 1 (constant heat flux) on Y = 0 

df 
dY 

0-*O as Y — • (7) 

For cylinders of circular cross section sin <f> = sin X. For cylinders 
of elliptic cross section there are two orientations to consider, one 
when the major axis is horizontal and the other when it is vertical. 
Following [5], we will call these the blunt and slender orientations, 
respectively. Here X and sin <j> are given parametrically in terms of 
a parameter a, as shown in Fig. 1, by 

X= J""(l-e
2sin2X)i/2dX, si • b sma 

a VI — e2 sin2 a 

for the blunt orientation, and 

X= C" (l-e2cos2\)1'2d\, sin0 = 
VI-

for the slender orientation. 6 is the length of the semiminor axis and 
e is the eccentricity, given by e2 = 1 — (b/a)2, so that AQ = b/a for the 
blunt orientation and A0 = (alb)2 for the'slender orientation. 

Equations (5) and (6) were solved numerically by the method de­
scribed in [1], This involved first differencing in the X-direction and 
averaging the other terms. This leads to two nonlinear ordinary dif-

a 

0 

0 . 2 

0 . 4 

0 . 6 

0 . 8 

1.0 

1.2 

1.1* 

1.6 

1 .8 

2 . 0 

2 . 2 

2.1* 

2 . 6 

2 . 8 

3 . 0 

ir 

V a = 0.1 
X 

0.000 

0.199 

0.390 

Q 

0.2365 

0.2382 

0.2421 

0.565:0.2490 

0.71810.2599 

0.843I0.2767 

0.936^0.3031 

-0.993 

1.019 

0.3497 

V a = 0.25 
X Q 

0.000 

0.199 

0.390 

0.567 

0.723 

0.853 

0.954 

1 .027 

0,4142 1.080 

1.052 0.3731 U.136 

1.120 

1.222 

1.356 

1.516 

1.697 

1.891 

2.032 

0.3206 

0.2748 

0.2361 

0.2030 

0.1735 

0.1444 

0.1206 

1.217 

1.326 

1.1*65 

1.627 

I.8O9 

2.003 

2.11*5 

0.2979 

0.2991* 

0.3039 

0.3118 

0.3240 

0.31*18 

0.3673 

O.40O8 

0.4244 

O.407O 

0.3670 

0.321*1 

0.2840 

0.2476 

0.2136 

0.1791 

0.1504 

V a = 0 . 5 
X 

0.000 

0.199 

Q 

0.351*2 

0.3555 

0.392 !0.3593 

0.571* O.3657 

0.740 O.3747 

0.887 O.3861 

1.014 0.3984 

1.124 :0.4081 

1.226 io.4088 

1.329 0.3958 

1.1*1*3 

1.576 

1.729 

1.900 

2.085 

2.281 

2.1*22 

0.3713 

0.31*67 

0.3081 

0.2752 

0.2418 

O.2O56 

0.171*6 

V a = O.75 
X 

0.000 

0.199 

0.395 

0.585 

0.766 

0.937 

1.099 

1.253 

1.1*03 

1.555 

1.711 

1.875 

2.049 

2.232 

2.421* 

2.622 

2.763 

Q 

0.3920 

0.3925 

0.391*0 

0.3961 

0.3986 

0.4004 

O.4006 

0.3975 

0.3897 

0.3766 

0.3585 

0.3364 

0.3112 

0.2838 

0.2535 

0.2186 

0.1873 

ferential equations in the Y-direction which are written in finite-
difference form and the resulting nonlinear algebraic equations solved 
iteratively by the Newton-Raphson method. The numerical solution 
starts at X = 0 with profiles as given by the local similarity solution 
there, i.e., with sin 0/X replaced by A0 and proceeds round the cyl­
inder up to the highest point. A step length of 0.1 in the Y-direction 
was used and the outer boundary condition was applied at Y = 20. 
This was found to give sufficiently accurate results. 

Values of the heat transfer Q, given by 

Q _ _ . _ _ _ _ - / * ! ) . _ / _ ! ) 
AT \dy/o \dY/o dyi 

are given in Tables 1 and 2 for blunt and slender orientations, re­
spectively, for various values of b/a. 

For the constant heat flux case the method has to be modified 
slightly to allow for the derivative boundary condition on the cylinder, 
and results for the surface temperature B(X, 0) in this case are given 
in Tables 3 and 4 for the blunt and slender orientations, respectively. 
The values of X for various a are not repeated in Tables 3 and 4 as 
they are the same as in Tables 1 and 2 for the corresponding value of 
b/a. 

Graphs of d and of df/dY, which is related to the stream wise velocity 
component u by u = (v/a) Gr2/6X (df/dY), as calculated by the nu­
merical solution at various values of X for b/a = % are given for the 
blunt orientation in Fig. 2 and for the slender orientation in Fig. 3. 

-Nomenclature. 

o = length of semimajor axis of ellipse 
b = length of semiminor axis of ellipse 
e = eccentricity of ellipse 
g = acceleration of gravity 
q = prescribed (constant) heat flux 
T = temperature of fluid 
To = temperature of ambient fluid 
T\ = prescribed (constant) cylinder tem­

perature 

AT = Ti - T0 

u = velocity component in the x-direction 
v = velocity component in the y-direction 
x = coordinate measuring distance round the 

cylinder 
y = coordinate measuring distance normal to 

the cylinder 

Gr = Grashof number 
Q = average heat flux 
Pr = Prandtl number 
,8 = thermal expansion coefficient 
K = thermal conductivity 
v = kinematic viscosity 
4> = angle between outward normal and 

downward vertical 
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Table 2 Heat transfer 0—slender orientation, Pr = 1 (Isothermal cylin­
der) 

Table 3 Cylinder temperature 0(X, 0)—blunt orientation, Pr = 1 (constant 
heat flux) 

a 

0 

0 . 2 

0.1+ 

0 . 6 

0 . 8 

1.0 

1.2 

1.1+ 

1.6 

1.8 

2 . 0 

2 . 2 

2.1+ 

2 . 6 

2 . 8 

3 . 0 

IT 

b / a = 1 

X 

0 . 0 0 0 

0 . 2 0 0 

0.1*00 

0 . 6 0 0 

0 . 8 0 0 

1 .000 

1 .200 

1.1*00 

1 .600 

1 .800 

2 . 0 0 0 

2 . 2 0 0 

2.1*00 

2 . 6 0 0 

2 . 8 0 0 

3 . 0 0 0 

^ 

0.1J212 

0.1*201* 

0.1*182 

0.1*11+5 

0.1*093 

0.1*025 

0.391*2 

0.381+3 

0 . 3 7 2 7 

0.3591* 

0.31+U3 

0 . 3 2 7 0 

0 . 3 0 7 3 

0.281*7 

0 . 2 5 8 1 

0 . 2 2 5 2 

to a = O.75 

X 

0 . 0 0 0 

0 . 1 5 1 

0 . 3 0 6 

0.1*69 

0.61*1 

0.821* 

1.011* 

1 .211 

1.1+11 

1 .610 

1 .805 

1 .993 

2 . 1 7 3 

2 .3U3 

2 . 5 0 3 

2 . 6 5 6 

3.11*2 0 . 1 9 6 3 2 . 7 6 3 

Q 

0 , 5 1 5 0 

0.1*828 

0.1*733 

0.1*596 

0.1*1*36 

0.1*271 

0.1*108 

0 . 3 9 5 2 

0.3801* 

0.3,661 

0.3-519 

0 . 3 3 7 3 

O.3212 

O.3022 

0.2781* 

0.21+63 

0.211*5 

b / a = 0 . 5 

X 

0 . 0 0 0 

0 . 1 0 2 

0 . 2 1 5 

0.31+5 

0.1*91+ 

0 . 6 6 3 

0.81*7 

1.01*1 

1.21*0 

1.1*39 

1.631 

1 ,810 

1 .973 

2 . 1 1 7 

2.21*2 

2 . 3 5 1 

2.1*11 

a 

0 . 5 9 5 3 

0 . 5 8 2 6 

0 . 5 5 1 9 

0 . 5 1 5 9 

0.1*819 

0.1*522 

0.1*270 

0.1*058 

0 . 3 8 7 8 

0.3721* 

0 , 3 5 8 9 

0.31*65 

0.331+2 

0.3201* 

0 . 3 0 1 9 

0 .2731 

0.21*07 

V a = 0 , 2 5 

X 

0 . 0 0 0 

0 . 0 5 5 

0 .131 

0 . 2 3 6 

0 . 3 7 1 

0 . 5 3 0 

0 . 7 0 9 

0 . 9 0 2 

1 .102 

1 .300 

1.1+89 

1.661* 

1 .816 

1.91*2 

2 . 0 3 9 

2 . 1 0 8 

2.11*5 

Q 

0 . 8 3 5 9 

0 , 7 6 8 2 

O.6617 

0 . 5 7 8 8 

0 . 5 1 8 7 

0.1*71*5 

0.1*1*09 

0.1*11*9 

0.391+3 

0 , 3 7 7 9 

0.361*6 

0 . 3 5 3 8 

0.31*1+7 

0 . 3 3 6 3 

0 .3266 

0.3081* 

0 .2785 

a 

0 

0 . 2 

0.1* 

0 . 6 

0 . 8 

1.0 

1.2 

1.1* 

1.6 

1 .8 

2 . 0 

2 . 2 

2.1+ 

2 . 6 

2 . 8 

3 . 0 

IT 

b / a = 0 .1 

3.161*7 

3 . 1 5 6 5 

3 . 1 3 1 8 

3 . 0 9 0 3 

3 . 0 3 1 6 

2.955U 

2 .8612 

2 . 7 5 1 2 

2.61*66 

2 .6101 

2.61*03 

2 . 7 3 7 5 

2.891+3 

3 . 1 3 1 6 

3 . 3 5 7 5 

3 . 6 8 6 6 

1+.0251 

b / a = 0 . 2 5 

2 .6351 

2 .6287 

2 . 6 0 9 7 

2 . 5 7 8 0 

2 , 5 3 3 5 

2.1+767 

2,1*093 

2 . 3 3 6 5 

2 . 2 7 5 6 

2.251*3 

2 . 2 8 3 5 

2 . 3 6 2 1 

2.1*81*1* 

2.61*55 

2.81*72 

3 . 1 1 0 7 

3 . 3 8 2 9 

"b/a = 0 . 5 

2 .29U3 

2 . 2 9 0 3 

2.278I* 

2 . 2 5 9 0 

2 .2331 

2 .2022 

2.1691* 

2.11*01* 

2 . 1 2 3 8 

2 . 1 2 9 0 

2 . 1 6 2 3 

2 . 2 2 5 5 

2 . 3 1 8 0 

2.1*399 

2 . 5 9 5 9 

2.8O55 

3 . 0 2 5 3 

b / a = O.75 

2 . 1 1 5 8 

2.111*1* 

2 . 1 1 0 5 

2.101(6 

2 . 0 9 7 8 

2 .0916 

2 . 0 8 8 5 

2 . 0 9 1 2 

2 . 1 0 3 0 

2 .1271 

2,1661* 

2 . 2 2 2 8 

2 . 2 9 8 3 

2 . 3 9 6 0 

2 . 5 2 2 8 

2 . 6 9 7 9 

2 . 8 8 5 6 

Results and Discussion 
The numerical integration of equations (5) and (6) can be carried 

out up to the top of the cylinder, given by a = w, without encountering 
a singularity. Furthermore, at this point, the boundary layer has 
nonzero thickness and there is no flow reversal, see Figs. 2 and 3. In 

forced convection flows a singularity is found in the solution of the 
boundary layer equations with the skin friction behaving like (Xs — 
X)1/2, where Xs is the separation point. The solution cannot be con­
tinued past X = Xs and this point is identified with the boundary 
layer leaving the surface to form a wake behind the cylinder. Thus the 
mechanism by which the free convection boundary layer leaves the 
surface of the cylinder to form a buoyant plume is quite different to 

Fig. 2 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 455 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 3 

that of ordinary boundary-layer separation. We can suggest an ex­
planation of this type of separation as follows. There will be two 
boundary layers, one on each side of the cylinder, which will collide 
at the top and so be forced up off the surface to form the buoyant 
plume. Experimental observations by [7] show this form of separation 
by the collision of two free convection boundary layers; [7] also report 
no flow reversal, again in general agreement with the foregoing dis-

Table 4 Cylinder temperature 0(X, 0)—slender orientation, Pr = 1 (constant 
heat flux) 

a 

0 

0 . 2 

0 . 4 

0 . 6 

0 . 8 

1 .0 

1 .2 

1 .4 

1 .6 

1 .8 

2 . 0 

2 . 2 

2 . 4 

2 . 6 

2 . 8 

3 . 0 

V 

1>/a = 1 

1.9963 

1.9994 

2.0046 

2.0135 

2.0261 

2.0428 

2.0637 

2.O894 

2.1205 

2.1578 

2.2025 

2.2562 

2.3218 

2.4035 

2.5097 

2.6597 

2.8245 

V a = O.75 

1.7808 

1.7872 

1.8053 

1.8333 

1.8687 

1.9090 

1.9524 

1.9974 

2.0432 

2.0897 

2.1374 

2.1874 

2.2423 

2.3064 

2.3883 

2.5064 

2.6407 

b / a = 0.5 

1.5147 

1.5313 

1.5759 

1.6377 

1.7071 

1.7779 

1.8468 

1.9118 

1.9722 

2.0278 

2.0789 

2.1264 

2.1719 

2.2189 

2.2744 

2.3554 

2.4539 

b / a = 0.25 

1.1562 

1.2096 

1 .3233 

1.4469 

1.5634 

1.6687 

1.7626 

1.8455 

1.9182 

1.9815 

2.036O 

2.0823 

2.1213 

2.1584 

2.1852 

2.2237 

2.2771 

In this collision region, where the boundary layer leaves the surface, 
the tangential and streamwise velocity components will be of about 
the same size, so we would expect it to have streamwise extent of the 
order of the thickness of the boundary layer. Although the bound­
ary-layer model will not be appropriate in the immediate vicinity of 
the top of the cylinder, results are presented there to show that the 
numerical integration of the equations can be carried out up to that 
point, whereas in the forced convection case the numerical integration 
of the boundary-layer equations cannot proceed beyond the separa­
tion point, which is reached before the top of the cylinder. 

Various series expansion methods have been suggested for solving 
equations (5) and (6), and Table 5 gives the values of Q as obtained 
by these series as compared with those from the numerical solution 
for a circular cylinder with Pr = 0.7, the former being taken from [5] 
with the corrected values for the Gortler series taken from [8], It 
should be noted that the length scale used for the results given in 
Table 5 is the diameter of the circle 2a whereas it is a in the other 
tables. From Table 5 it can be seen that the Blasius series [2, 3] is 
better than the Gortler series [4] for evaluating Q. The Blasius series 
gives an overestimate and the Gortler series, an underestimate for Q. 
It also appears from the results in Table 5 that the series expansion 
based on a local similarity solution recently suggested by Lin and Chao 
[5] is an improvement on the other series. For example, at 150 deg 
from the front stagnation point this latter series is about 1 percent 
in error, while the Blasius and Gortler series are about 3 and 8 percent 
in error, respectively. 

The results in Table 1 show that for the blunt orientation Q first 
increases, with a corresponding decrease in boundary-layer thickness, 
while for the slender orientation Q decreases and the boundary layer 
thickens all the way round the cylinder. We can calculate the average 
heat transfer Q, given by 

X0 J *Xo Q(X)dX 

where X0 is the value of X at the highest point on the cylinder, given 
parametrically by a = TT. Values of Q are given in Table 6 from which 
it can be seen that the slender orientation gives a higher value of Q 
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Table 5 Heat transfer Q—circular cylinder Pr = 0.7 (isothermal cylin­
der) 

X 
( i n 
deg ree s , ) 

0 

10 

20 

30 

40 

5 0 

60 

70 

80 

90 

100 

110 

120 

130 

140 

150 

160 

170 

180 

N u m e r i c a l 

0.1(1*02 

0 . 4 3 9 5 

0 . 4 3 7 7 

0 . 4 3 4 8 

0 . 4 3 0 7 

0 . 4 2 5 5 

O.4190 

0 . 4 1 1 3 

0 . 4 0 2 4 

0 . 3 9 2 2 

O.38O6 

0 . 3 6 7 7 

0 . 3 5 3 2 

0 . 3 3 7 0 

0 . 3 1 9 0 

0 . 2 9 8 6 

0 . 2 7 5 2 

0 . 2 4 7 5 

0 . 2 1 2 1 

L i n & Chao 

O.4402 

0 . 4 3 9 3 

0 . 4 3 7 5 

0 . 4 3 4 6 

0 . 4 3 0 4 

0 . 4 2 5 2 

O.4186 

0 . 4 1 0 9 

0 . 4 0 1 8 

0 . 3 9 1 3 

0 . 3 7 9 4 

0 . 3 6 5 9 

0 . 3 5 0 8 

0 . 3 3 3 8 

0 . 3 1 4 5 

0 . 2 9 2 3 

0 . 2 7 0 0 

Blaeius 

0 . 4 4 0 2 

0 . 4 3 9 6 

0 . 4 3 7 9 

0 . 4 3 5 ° 

0 . 4 3 0 9 

0 . 4 2 5 6 

0 . 4 1 9 2 

0 . 4 1 1 6 

0 . 4 0 2 9 

0 . 3 9 3 0 

0 . 3 8 1 9 

0 . 3 6 9 7 

0 . 3 5 6 3 

0 . 3 4 1 7 

O.326O 

0 .3091 

0 . 2 9 2 8 

O B r t l e r 

O.4402 

0 . 4 3 9 7 

O.438O 

0 .4351 

O.43O8 

0 . 4 2 5 4 

0 . 4 1 8 7 

O.4105 

0 . 4 0 1 0 

0 . 3 8 9 8 

0 . 3 7 6 9 

O.3620 

0 . 3 4 4 9 

0 . 3 2 5 1 

0 . 3 0 1 9 

0 . 2 7 4 0 

than the blunt orientation for a particular value of b/a, so we can 
conclude that the slender orientation is a more efficient way of 
transferring heat to the fluid from the cylinder. 

Table 3 shows that in the constant heat flux case the cylinder 
temperature first decreases for the blunt orientation while for the 
slender orientation it increases all the way round the cylinder. It can 
also be seen from Figs. 2 and 3 that, as in the isothermal case, for the 
blunt orientation the boundary-layer thickness first decreases while 

Table 6 Average heat transfer Q (isothermal cylinder) Pr = 1 

O r i e n t a t i o n 

b l u n t 

b l u n t 

b l u n t 

b l u n t 

s l e n d e r 

s l e n d e r 

a l e n d e r 

b / a 

0 .1 

0 . 2 5 

0 . 5 0 

0 . 7 5 

1 

0 . 7 5 

0 . 5 0 

0 . 2 5 

5 

0 . 2 3 7 3 

0 . 2 9 3 8 

0 . 3 3 4 0 

0 . 3 4 9 6 

0 .3551 

0 . 3 7 9 9 

0 . 4 0 7 5 

0 . 4 3 2 5 

for the slender orientation the boundary layer thickens all the way 
round the cylinder. 
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The Use of the Milne-Eddington 
Absorption Coefficient for Radiative 
Heat Transfer in Combustion 
Systems 
The applicability of the Milne-Eddington absorption coefficient approximation is dis­
cussed in relation to the calculation of radiative transport involving the two distinct types 
of species produced in combustion systems—gases and soot particles. The approximation 
is found to apply well to hydrocarbon soot particles and as a result analytical closed-form 
solutions are derived for the radiative heat transfer inside one-dimensional slab shaped 
soot clouds. (The applicability of the gray approximation to soot is also discussed.) For 
the calculation of total band radiation from gases, however, the Milne-Eddington approx­
imation is found to be questionable. The meaning of its assumption is discussed in light 
of an established Curtis-Godson wide band scaling approximation. Its usefulness for real 
gases is then assessed through the calculation and comparison of slab radiation by both 
techniques. 

Introduction 

The determination of radiation heat transfer through nongray 
nonhomogeneous absorbing-emitting media presents a formidable 
computational problem. Approaches to this problem which allow a 
compact mathematical and computational formulation always involve 
a "separability" type of approximation. These approximations, as the 
name indicates, allow the mathematical separation of the dependency 
on frequency and the dependency on pathlength of the various 
functions which are required to characterize the medium—such as 
the absorption coefficient, the mean spectral transmittance or the 
total band absorptance. Two such approximations of particular use­
fulness are the Milne-Eddington absorption coefficient assumption 
and the Curtis-Godson scaling approximation. Both have the effect 
of allowing the frequency integration to be completed first leaving only 
the pathlength integration to be made afterwards. 

The Curtis-Godson approximation [l]1 attains this separation by 
assuming that the functions required for the nonhomogeneous 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 7,1976. 

pathlength have the same functional form as their homogeneous 
counterparts with the nonhomogeneity of the path being accounted 
for by simply scaling the independent variables. This approximation 
has been verified for gases for both narrow bands of rotational lines 
[1] and, more recently, for entire vibrational-rotational wide bands 
[2-4]. 

The Milne-Eddington absorption coefficient approximation, on 
the other hand, takes the absorption coefficient to be directly sepa­
rable into a product of a function only of frequency with a function 
only of the path variables. This means that: 

kAT, P) = aMMT, P) (1) 

where k„ is the spectral absorption coefficient, v is the wavenumber, 
T the temperature, P the pressure, ct\ the frequency function, and ft 
the pathlength function. The use of this approach in the calculation 
of slab radiation has been often suggested [5-9], and it allows a very 
elegant mathematical treatment of the problem [5, 7]. However the 
applicability of such an assumption to real systems is still question­
able. 

The purpose of the present paper is twofold. First, it is to investigate 
the applicability of this latter method to systems containing the 
typical absorbing-emitting gases and soot particles produced by 
combustion. Second, it is to complete the analytical development for 
nonhomogeneous slab radiation in the cases where it is found to apply. 
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The analytical developments will be for systems in nonradiative 
equilibrium since in real situations other modes of heat transfer are 
always present. As such, typical temperature profiles will be assumed 
and closed form solutions will then be derived. 

Hydrocarbon Soots 
Soot is generated in flames due to the incomplete combustion of 

the fuel [10]. The nucleation and growth of soot particles is not well 
understood at this time, but some general observations have been 
made regarding their production [10-19]. In typical gaseous diffusion 
flames, the volume fraction of soot (volume of soot per total volume 
of combustion products) has been experimentally determined to be 
on the order of 10~7 to 10~6 [11,15]. The soot can be in the form of 
spherical particles, agglomerated masses, or long filaments [10, 14, 
15] and its size generally ranges from 50 angstroms to 0.3 microns in 
diameter with agglomerated masses sometimes being even larger [10, 
14, 15]. These characteristics, and the simplifications they allow in 
theoretical developments, will be employed throughout the present 
considerations of the radiative properties of and the radiative transfer 
within clouds of soot particles. 

The Milne-Eddington Absorption Coefficient for Soot. From 
the Mie theory [20], the important parameters which determine the 
radiative properties of soot are the size parameter: 

Wi =" 
TTD; 

(2) 

where D; is the diameter of the assumed spherically shaped ith par­
ticle and A is the wavelength of radiation, and the optical constants 
of the particle: 

m = n — IK (3) 

where m is the complex index of refraction, n the refractive index, i 
= v ^ T , and K the absorption index. These optical constants are 
functions of the chemical composition of the soot [12,16,17] because 
the number and type of electrons (free or bound) varies with this 
composition. They are also inherently functions of wavelength. 

In combustion systems, the characteristic wavelength of the ra­
diation (say, the wavelength at the maximum of the Planck blackbody 
function) is usually 2 microns or larger. As a result, the characteristic 
size parameters of the soot particles, wi, are generally less than 0.5 
(and are typically much less than 0.25). This allows for a vast sim­
plification of the general Mie scattering theory [20] in that the small 
particle (Rayleigh) limit results may be employed. 

For absorbing particles such as soot, n ranges from about 1.4 to 3.5 
and K from about 0.37 to 2.2 for infrared wavelengths between 1 and 

7 microns [16,17]. Both n and K increase only slightly with wavelength, 
and appear to be essentially independent of temperature [16, 17]. 
Because the values of the size parameter and the optical constants 
are in the ranges discussed previously, it can be shown that scattering 
will be negligible as compared to absorption. Hence, under typical 
conditions in flames, the soot behaves like a gas in the sense that the 
scattering of radiation is unimportant. Consequently the radiative 
participation of the soot particles, as reflected by their extinction 
efficiencies, is reduced to simplify their absorption behavior: 

24vrZ) 

X [(n2 - K2) + 2]2 + 4nV 
(4) 

where Ax is the spectral absorption efficiency. The foregoing is the 
first term in the power series for Ax- The next term is of the order of 
(TTD/X)3 and is therefore indeed negligible for the range of particle 
sizes being considered. 

Another important simplification resulting from the above char­
acteristics of soot particles is that the distribution of sizes of the 
particles is unimportant. This is readily seen by considering the 
spectral absorption coefficient for an ensemble of small absorbing 
particles having an arbitrary size distribution F(D). The number of 
particles per unit volume in the range D to D + dD for such a distri­
bution is F(D)dD, Using the definition of the extinction efficiency 
[20] and equation (4), the absorption coefficient becomes: 

J irD2 36-n- "•«• 

A x - — F(D)dD = —fu-t 
o 4 

[(n2 - K2) + 2]2 + 4H2K2 

(5) 

where /„ is the total volume fraction of soot particles present: 

fu = j"° V(D)F(D)dD (6) 

and V(D) is the volume of a particle of diameter D. 
In the infrared, the function of the optical constants in equation 

(5) is only a weak function of A. As a result, the variation of k\s with 
A is continuous and has the form: 

kx 
const 

A« 
(7) 

where b is close to one [13, 23]. 
Therefore, the radiative properties of small hydrocarbon soot 

particles can be reasonably represented by a single function—their 
absorption coefficient—which is of the Milne-Eddington type. From 
equation (1) there follows: 

.Nomenclature 

c>2, a3 = pre-exponential constants used in 
approximating E% E3 

A\ = spectral absorption efficiency of an 
absorbing particle 

63 = exponential constant used in approxi­
mating E% E3 

co = a constant determined by soot proper­
ties 

Co = band type parameter 
Ci = 0.59544 X 10"12 W-cm2 

C2 = 1.4388 K-cm 
En = the nth. exponential integral function 
/„ = volume fraction of soot particles 
/ = intensity 
h = Planck blackbody intensity 
k = absorption coefficient 
L = total length of path 
m = complex refractive index 
n = refractive index 

r = pressure 
Q = heat flux 
T, To = general and reference tempera­

tures 
u = dimensionless mass pathlength 
u>i = Mie size parameter 
x = mass pathlength 
y = perpendicular distance from edge of 

slab 
a = integrated band intensity 
ai = Milne-Eddington frequency function 
ft = Milne-Eddington path function 
K = absorption index 
A = wavelength 

v = wavenumber 
co = wavenumber of band head or band cen­

ter 
p = density 
a = (2Cnr6)/(15C2

4), Stefan-Boltzmann 
constant 

T = optical depth parameter 
4> = dimensionless T4 distribution 
u> = band width parameter 

Subscripts 

h = equivalent homogeneous value 
L = value corresponding to end of path of 

length L 
M = value at extremum of temperature dis­

tribution 
net = the net value 
s = soot 
A = wavelength 
v = wavenumber 
o = reference or standard value 

Superscripts 
— = traveling in the negative y-direction 
+ = traveling in the positive y-direction 
Bars = appropriate mean values 
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i(x) 

and 

3l(fv) = Cofu 

(8) 

(9) 

gested that this corrective factor be used in general so as to give the 
following governing equation: 

where CQ is a constant determined by the properties of the soot and 
can be estimated from experimental data [16,17] to be on the order 
of 3-7. 

Radiative Transfer in a Soot Cloud Slab. Since the absorption 
coefficient for soot particles can be considered to be of the Milne-
Eddington type, then the net heat flux traveling in the positive y-
direction at any point r(y) within a one-dimensional nonhomogeneous 
slab can be written as [7]: 

Qnet+(r) = 27r f ° V ( 0 ) £ 3 [ « i ( A ) r ] d \ - 2 7 r ("° I>T(TL) 
Jo Jo 

XEa[a1(X)(rL-T)]d\ + 2ir C°° C*IbAt)E2[ai(\)(T - t)] 
Jo Jo 

X cti(\)dtd\ - 2?r C C,LIbx(t)E2[a1(X)(t - T)]ai(X)dto(X 

T4(0) r4(D 

l[ 
T(0)b 3r l4 

' • ^ T H ' [*+ 
T(l)b3(rz, - T ) 1 4 D 

C2\Jo lT(t) C2 J 

X lT(t) C2 J dt\ (19) 
-Tit) C2 

where a is the Stefan-Boltzmann constant. 
The above may be numerically integrated for any given path-

length distribution of temperature and soot concentration. In addi­
tion, a closed form result can be obtained by assuming the tempera­
ture distribution is a known function of t in the form: 

(20) 

( 1 0 ) Noting that [25]: 

where 
dx [2{n - 1)]! /c\n-i 

Pidy" 

\dy' 

idy 

(11) 

(12) 

(13) 

r ax {-w - uji / c \ 

xf^K^n^F]—>i <* 
where 

I\+(0) and I\~(L) are the assumed diffuse spectral intensities incident 
on the ends of the slab, Ib\ is the Planck function, and E2 and E$ are 
the second and third exponential integral functions, respectively: 

X(x) = a + bx + ex2} 

q = 4ac — b2 J 

En(x) = ( nn 2 exp{-x/n)dfi 
Jo 

and 

G(b, 
(14) 

2 ,[2cx + bl 
,c,q;x)-—^tan~1\ •=—) q>0 

Vq L v o j 

Extensive consideration was given to equation (10) as it might apply 
to banded radiation for various band shapes [7]. For soot clouds, 
however, the radiation is continuous in nature, as given by equations 
(1), (8), and (9), and hence a different treatment is required. 

Approximating the Planck function by Wien's distribution: 

2d 

G(b,c,q;x) : tanh rv=q 
l_2cx + 6 J 

q < 0 

(22) 

(23) 

equation (19), upon substitution of equation (20), may be directly 
integrated to give: 

hx 
X5 •exp(-C2/XT) 

and the exponential integral functions by [24]: 

En(x) = a„ exp(-bnx) 

where a2 = %, a3.= %, fe3 = % and noting [25]: 

J*°° (n — 2)1 
X-" exp(-A/\)d\ = 

o A"'1 

(15) 

(16) 

(17) 

T4(0) T4(l) 

1 i T(0)63r-j4 r | T(l)b3(rL - r)-]4 

[ • ^ r [• D 
+ 6(C2/Ti)4

ff ( F 6 ( V , c', q'; — = — ) - F 6 (V, c', q'\ — = o) 

allows equation (10) to be written for a soot cloud slab bounded by 
black walls as: 

where 

Qnet+(r) = 4,r3!da3 ( [ ^ + b ^ - [ ^ y + 6s(rL - r ) ] 

+ 4x4!C1a2(J^[^+MT-t)]~'dt 

(18) 

The approximations, however, always cause an underprediction 
of the heat flux. A comparison between the limits of the above equa­
tion and the exact results for the optically thin and thick cases with 
and without bounding walls respectively indicates that both limits 
can be satisfied if equation (18) is divided by 0.924. Hence it is sug-

-FB(b",c",q"; — = —) -
\ TL Til 

a' = (C2A + 6 3T)/TX 

b' = (C2B - b3rL)/rL 

c' = C2C/rL 

q' = 4a'c ' - b'2 

x'(vya,+b' 
^(~)=a"+b" 

-Fb(b",c",q"; — = I* 

a" = (C2A - 6 3 T ) / T L 

b" = (C2B + b3TL)/TL 

c" = C2C/rL 

q" = 4a"c" - b"2 

e+o° 
e+<r 

(24) 

(25) 

The families of profiles which equation (20) describe are shown in 
Pigs. 1 and 2. Equation (20) may be rewritten in the following 
forms'. 
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Fig. 1 Family of symmetric temperature profiles 
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Fig. 3 symmetric temperature distribution with 7"(0) = 7(1) = 1000 
K, T(1/2) = 1500 K; T M / T L = 0.5; linear 1/r temperature distribution 
with T(0) = 1000 K, T(1) = 1500K —linear r4 temperature distribution with 
T(0) = 1000 K, T(1) = 1500 K 

T(L) 

no) 

i + 

(sH IE) (~r 

T(0) 

LT(i) ]Q 

for C ^ 0 (20a) 

for C = 0 (20b) 

where the temperature in the first case has an extremum at r = TM-
In Fig. 1 the coefficient C is different from zero and, depending upon 
the values of the coefficients, the distribution will lie along one of the 
curves defined by equation (20a). It will not encompass the entire 
length of the curve, but rather any section of it which is one unit wide. 
In Fig. 2 the coefficient C equals zero and the curves defined by 
equation (206) are plotted for various values of T(0)/T(1). Fig. 3 shows 
plots of the temperature distributions for a symmetric case of Fig. 1, 

for a linear 1/T distribution of the type in Fig. 2, and for a linear T4 

distribution. The temperature limits are characteristic of diffusion 
flames of hydrocarbon fuels [10-19]. 

Fig. 4(a) presents the variation of heat flux with position and optical 
depth for the symmetric temperature distribution of Fig. 3. The slab 
is bounded by black walls. As expected, the symmetric temperature 
distribution produces asymmetric net heat flux distributions. When 
the soot is optically thin (77, ~ 10~6 cm) the net flux goes to zero ev­
erywhere since the bounding walls have identical temperatures and 

0.4 i—1—1 1—1 1—1 1 r 

J 1 L 1 1 1 1 1 - 0 . 4 
0.0 0.2 0.4 0.6 0.8 1.0 

NORMALIZED OPTICAL DEPTH, •£-

Fig. 4(a) Flux distribution for non gray slab bounded by black walls-
symmetric temperature distribution 

2.4 

| 1.6 

0N
LE

S
S

 

ts> 

£ 0.8 
2 
0 

0.4 

0.0 

— 

_ 

-

* 

-

rT<0) 
LTdf 

A 
"&/~~— 

SN 
\ 

•]y 

W/ 
it 
^ 

1 

/ - I0 / 
//- 5 / 

'r 2 / 
/r 0 / / > - - 0 . 5 / 

^ - ^ ^ 

I^33~-
1 

1 

^ ^ : 

-

— : 

zzzzz: 
1 

0.0 0.25 0.5 0.75 1.0 

NORMALIZED OPTICAL DEPTH, 
1 

0.4 

5 
< 0.2 

1- 0.0 

l l - 0.2 
b 

- 0 . 4 

1 

__ 

1 

1 1 1 
N rL( 

0 10 
0 10 

\ \ \ 

\ 
cm) 
6 
4 
2 

1 

1 1 

// 
// 

\ | 

y 

1 1 

J 

' : 

-

1 1 

Fig. 2 Family of linear MT temperature profiles 

0.0 0.2 0.4 0.6 0.8 1.0 
J T 

NORMALIZED OPTICAL DEPTH, -=— r L 

Fig. 4(b) Flux distribution for an unbounded non gray slab—symmetric 
temperature distribution 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 461 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.0 

0.0 

NORMALIZED OPTICAL OEPTH, ^— 
T L 

Fig. 5(a) Flux distribution for non gray slab bounded by black walls—linear 
1/T temperature distribution 

- 0 . 2 

- 0.4 
0.0 0.2 0.4 0.6 0.8 

NORMALIZED OPTICAL DEPTH, 

Fig. 5(b) Flux distribution (or an unbounded non gray slab—linear Mr 
temperature distribution 

Qnet
+(r) = 2<r[r*(l) - T4(0)] -£ s(5i(T t - r)] 

the soot only weakly absorbs and emits radiation-becoming essentially 
nonparticipating. When the soot is optically thick (TL ~ 10-2 cm) the 
net flux again tends to zero everywhere since the soot is now so 
strongly absorbing that radiant energy is only exchanged throughout 
local regions wherein the temperature is essentially uniform. Inter­
mediate values of optical depth yield the highest fluxes since the 
nonisothermal nature of the soot (which is the driving force for the 
net flux) can be felt throughout the slab. 

Fig. 4(6) is for the same conditions as Fig. 4(a) except the slab is 
not bounded by black walls. The unbounded slab solution is obtained 
by setting the first term in equation (24) equal to zero. The trends are 
similar to those in Fig. 4(a) in that optically thin (TL ~ 10~6 cm) and 
optically thick {TL ~ 10~2 cm) regions can be identified in which the 
net flux interior to the slab tends to zero. However, since the slab is 
unbounded, the net fluxes at the edges of the slab do not tend to zero 
for large optical depths but rather approach the blackbody flux at the 
slab edge temperature. This is because the other hemisphere of ra­
diation is absent at the slab edge when no bounding wall is present. 
For intermediate optical depths the fluxes are greater throughout the 
slab and at the edges. For the edges this means that radiation from 
the hot inner zones of the slab is escaping from the slab in significant 
amounts. 

Fig. 5(a) shows the variation of heat flux with position and optical 
depth for the linear 1/T distribution of Fig. 3. The slab is bounded 
by black walls. The flux is greatest in absolute value for the optically 
thin region since the medium approaches the nonparticipating limit 
and hence the two walls of different temperature can have their 
maximum interaction. An extremum value with respect to position 
in the slab is produced by the tradeoff between wall and medium 
contributions to the total radiation. The extrumum shifts towards 
the hotter wall as the optical depth increases. For the optically thick 
region, the flux everywhere tends to zero for reasons previously dis­
cussed. 

Fig. 5(6) is for the same conditions as Fig. 5(a) except the slab is 
not bounded by black walls. Comments made regarding Fig. 4(6) also 
apply to Fig. 5(6) except that fluxes at intermediate optical depths 
aren't always the largest. This is because the temperature distribution 
is not a symmetric one having a maximum. Also, the crossover from 
negative to positive flux values is shifted towards the hot edge— 
indicating the dominance of the higher temperature radiation. 

The Gray Approximation for Soot. If the soot could be con­
sidered gray («i(X) = const. = Hi), a large body of existing work con­
cerning radiative equilibrium could be immediately used. Also, 
analysis in general would become much simpler. For example, the 
following nonradiative equilibrium results can be derived in which 
the temperature distribution is quite arbitrary. 

Assuming the soot to be gray and the slab boundaries to be black 
allows equation (10) to be written as: 
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where 

a-
T4 /±.\ _ T4(0) 

T4(l) - T4(0) 
(27) 

If the fourth power of the temperature distribution can be represented 
by a power series in the optical depth, as any physically meaningful 
temperature distribution will be, then: 

\TL/ „=I \TL/ 

t_ 

and the integrals in equation (25) have the form: 

Ja \TL/ L I T£ Ti l J \ T £ / 

(28) 

(29) 

which are easily determined through successive integration by parts. 
For example, when the distribution is linear just the first term in the 
series remains and only a single integration by parts is required. The 
result for this case with a\ = 1 is: 

Qnet+(T) = -^-[THl) 

- THO)] [? - E4[ai(TL - r)] - £4(«ir) j (30) 

If the soot slab is not bounded by walls and the intensity incident on 
it is negligible then equation (26) becomes: 

Qnet
+(r) = 2aTH0)\Ea[a1(TL - T)] - £ 3 ( « I T ) | 

+ 2«1TLa[T4(l) - T*(0)] [jo
T/TL <j> ( - ) 

The integrals of equation (29) are again required. And, for the linear 
distribution, the foregoing equation easily reduces to: 

Qnet+M = 2oTHl)E3[a1(TL - T)] - 2aTH0)Es(alT) 

- -^- [THD - THO)} \~n ~ EtfSilTL - T)] - Edair) j (32) 
aiTL Id J 

In Table 1 is shown the variation of the net heat flux with position 
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Table 1 Distributions of Q n e t
+ ( T ) / 0 [ T 4 ( O ) - T 4 ( l ) ] for 

gray and nongray soot absorption between black walls— 
linear r 4 ( r ) ; S, = 3609 cm"1 

5,7-i = 0.1 ajL = 1.0 S,TL = 10.0 
TITL gray nongray gray nongray gray nongray 
0 0.912 
0.2 0 .939 
0 4 0 .952 
0.6 0.952 
0.8 0 .939 
1.0 0.912 

0.902 
0.932 
0.949 
0 .952 
0 .940 
0.912 

0 .495 
0.612 
0.666 
0.666 
0.612 
0 .495 

0.456 
0.576 
0.638 
0.644 
0.592 
0.465 

0.067 0 .071 
0 .128 0.129 
0.133 0.126 
0.133 0 .118 
0 .128 0.109 
0.067 0.056 

and optical depth for the linear T4 distribution of Fig. 3. The gray slab 
is bounded by black walls. As expected the flux is greatest for the 
smallest optical depth and decreases to zero as the depth gets large. 
The distributions are symmetric and are quite flat except for mid-
range optical depths. This coincides with the solution for a gray slab 
in radiative equilibrium where the resulting T4 temperature distri­
butions are, to a fair approximation, linear for small and large optical 
depths. Table 2 is for the same conditions as Table 1 except the slab 
is not bounded by black walls. Flux values increase with increasing 
optical depth and the fluxes at the edges of the slab approach black 
body fluxes at the slab edge temperature as «ITL —• °°. 

Whether the gray solutions are useful for determining soot radiation 
depends on: (1) whether the flux distribution has the same character 
for both the gray and nongray cases, and (2) if a mean coefficient can 
be specified a priori. 

Regarding the specification of a mean coefficient, for the optically 
thin region the Planck mean coefficient is appropriate: 

kp= J kJbxdX/ I Ibxd\ (33) 

Substituting equations (1), (8), and (9) and using Planck's distribution 
instead of Wien's approximation for I/,x yields: 

kP = fj {<(<>* - l)-id{/ JJ ?(ei - l)-id«] (c0/C2)/„T 

= 3.83(c0/C2)fuT (34) 

where the integrals can be identified with the Riemann zeta functions 
[32], For the optically thick region, the Rosseland mean coefficient 
is appropriate: 

dhx 

»-S;IF«/S; kx ar 
(35) 

Substituting equations (1), (8), and (9) and using Planck's distribution 
for Ibx yields: 

fefl=[X~?4ef(el-1)~2d?/ 
JJ H3eHe( - l ) - 2 df 1 (c0/C2)f„T = 3.60(c0/CW„r (36) 

where the Riemann zeta functions were again used. 

Table 1 Distributions of Q n e t + M / o - [ T 4 ( l ) - T"(0)] for 
gray and nongray soot absorption without walls— 

linear T4(r); 5 , = 3609 c m - 1 

ajL =0 .1 n,TL = i . o 5 , r L = 10.0 
T/TL Gray Nongray Gray Nongray Gray Nongray 
0 - 0 . 1 2 1 - 0 . 1 1 0 - 0 . 4 6 7 - 0 . 4 3 2 - 0 . 3 1 3 - 0 . 3 1 6 
0.2 - 0 . 1 0 1 - 0 . 0 9 5 - 0 . 4 2 5 - 0 . 4 1 9 - 0 . 1 4 3 - 0 . 1 6 2 
0.4 - 0 . 0 6 7 - 0 . 0 6 7 - 0 . 3 1 5 - 0 . 3 2 7 - 0 . 1 3 3 - 0 . 1 2 9 
0.6 - 0 . 0 1 7 - 0 . 0 2 3 - 0 . 1 1 9 - 0 . 1 3 9 - 0 . 1 2 6 - 0 . 1 0 3 
0.8 0 .048 0 .038 0.194 0.180 - 0 . 0 5 3 - 0 . 0 2 2 
1.0 0 .129 0.117 0 .698 0.697 1.180 1.190 

The two results are identical in form and differ only slightly in their 
constant coefficients. This suggests that the form, 

k = c(co/c2)/„r (37) 

might be appropriate for all optical depths with C lying between 3.60 
and 3.83. It should be noted that although the spectral absorption 
coefficient is independent of temperature, the mean coefficient is 
linearly proportional to T. This is a result of the nongray nature of 
the soot (kx <* 1/A). Because of this temperature dependence, the 
determination of a mean coefficient characteristic of the entire slab 
requires the specification of an appropriate average temperature. If 
the soot concentration is constant, then equation (26) indicates the 
following parameter is important: 

air/ , : s: kdy = C(c0/C2: }/- X z Tdy 

This suggests the following mean temperature: 

. T=(l/L) j L Tdy 

Noting that TL = cofuL, then 

«i = (C/C2)T 

(38) 

(39) 

(40) 

Using equation (19), calculations were made for various TL for a slab 
having the linear T4 distribution of Fig. 3. The results were compared 
with the gray solutions of equations (29) and (31) where «i was de­
termined from the foregoing equation. A range of values (3.6 to 4.0) 
was used for the constant C and it was found that the predictions were 
always within 10 percent of one another. However, no connection 
could be made between the result which compared best with the 
nongray solution and the range of optical thickness under consider­
ation. Hence it is suggested than an average value of C, say 3.72, be 
used for the gray approximation for all optical depths. Calculations 
using this value of C are given in Tables 1 and 2. It is seen that the gray 
and nongray solutions have similarly shaped distributions and that 
using the gray coefficient prescribed by equation (40) yields sur­
prisingly good agreement with the nongray result. 

C o m b u s t i o n Gases 
In contrast to the continuous spectral distribution of soot particle 

radiation, radiation from combustion gases is banded in nature. In 
the infrared, each vibration-rotation wide band is composed of a large 
number of individual lines, each of which corresponds to a unique 
transition from one quantized energy sate to another. However, even 
for the simplest case of radiation from an isolated collision broadened 
spectral line [1], the absorption coefficient is not describable in terms 
of the Milne-Eddington form. In fact this is the reason why Curtis-
Godson scaling approximations have been introduced for both line 
and band radiation. Nevertheless, the over-riding mathematical and 
computational versatility of the Milne-Eddington form entices one 
to try and fit existing line and band models into its mold, thereby 
greatly simplifying total line and band calculations for nonhomo-
geneous gases [33, 7]. 

One approximation which is applicable in many practical gas ra­
diation calculations is to neglect the effects of the band find structure 
when doing wide band calculations. This assumption is particularly 
useful in conjunction with the exponential wide band model [26, 27] 
since it tends to compensate for underpredictions inherent in the same 
model. As a result, the mean spectral absorption coefficient under this 
assumption and for this model becomes [8]: 

ap 
k,, = — exp(-C 0 | c - J»O|/O>) (41) 

where p is the density of the gas species, a is the integrated band in­
tensity, o> the band width parameter, Co = 2 for a symmetrical band 
having a center at vo and Co = 1 for bands with upper or lower wave-
number heads at VQ. The quantities a and a> are functions of the 
temperature and the physical constants of the particular molecular 
species. For nonhomogeneous paths it is quite tempting to assume 
that ai is relatively constant, assigning it the value to. Equation (41) 
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then indicates that the absorption coefficient for the gas would indeed 
be of the Milne-Eddington form with: 

and 

a\(v) = exp(-C0\v - va\lu>) 

h(T,P)=^r-p(T,P) 

(42) 

(43) 

For an unbounded nonhomogeneous gas slab whose emission is 
dominated by a single wide band having an absorption coefficient 
given by equation (41), the energy flux emitted into the negative y-
direction at y = 0 can be obtained by using the analysis of [34]: 

Q - ( 0 ) = TT CLIbl,0-r\u>h\E1{uh)-E 
Jo dy 1 L 

\(Uh) 

,]|. + In (uh) + - + 7 11 dy (44) 

where y = 0.577216, and the subscripts h indicate that the following 
equivalent homogeneous scaled parameters are to be used [2]: 

Uh 
OthX 

0)h 

1 fy 1 py 
= - I apdy'; uh = I wapdy 

X Jo dhX JO 

(45) 

in which 

x = j pdy' 
Jo 

(46) 

If the Milne-Eddington assumption is used, equation (44) can be 
written as: 

Jo lu(y) 

+ E2(u(y))]a(y)p(y)dy (47) 

where 

1 py 
u = — 1 apdy' (48) 

to Jo 

The function of u in the integrand is monotonically decreasing in u 
having a value of 2 at u = 0 while asymptotically going to 0 as u ap­
proaches infinity. Hence it is a monotonically increasing function of 
Zi whose gradient increases with increasing 5. Since w itself is given 
by [27]: 

; uo(T/T0)W (49) 

then the integrand will increase in its sensitivity to the assumed value 
of co as the mean temperature of the gas body increases. Consequently 

the accuracy of this approach in predicting heat flux from systems 
such as flames (where both the mean temperature and the tempera­
ture range are large) hinges crucially on being able to accurately 
specify the proper value of 5J, hopefully by being able to specify a priori 
a mean temperature characteristic of the slab, T. 

To determine if there exists a scaling prescription for this param­
eter, calculations were performed using equations (44) and (47) from 
which the required value of w (and hence T) could be determined such 
that the Milne-Eddington approach would yield the correct value of 
the heat flux. The results are presented in Table 3. The average 
temperature, T2, required by the Milne-Eddington assumption to 
predict the same heat flux as the nonhomogeneous slab band ab-
sorptance technique was found by iteration and is given in the table. 
Also listed is the integrated average temperature, TAI, which would 
be an easy scaling prescription to use in determining oi a priori. 

The results indicate that when the percentage change in temper­
ature in the slab, (TmmL — Tmin)/Tmin, is on the order of 50 percent or 
less (the first four cases in the table) then a meaningful average value 
of to can be prescribed. However, when this percentage change is large 
(as in the case of flames) the approach fails. This is seen from the re­
maining entries in Table 3. In these cases the required average tem­
perature nearly always lies outside the actual temperature range 
within the slab, being always too high. 

Because of this failure a second approach was tried in which co was 
taken to be constant only in the exponential term in equation (41) and 
was allowed to have its normal variation in the pre-exponential factor. 
This results in equation (47) still defining the heat flux but with: 

j (apf(jo)dy' (48(a)) 

The average temperatures, T\, required in these cases for agreement 
with the nonhomogeneous slab band absorptance calculations are also 
listed in Table 3. Again the approach fails for slabs having large 
temperature variations. 

Finally, the Milne-Eddington assumption was compared with the 
calculations of Chan and Tien [28] for gases confined between black 
parallel plates. (It should be noted that the pressure broadening was 
large enough in these cases such that fine structure effects were indeed 
negligible.) From the comparison it was found that if one used the 
actual values of the optical depth parameters, then the temperature 
distributions in the slab could not be adequately determined. (In fact, 
they can never be precisely determined since the method always 
predicts an antisymmetric emissive power distribution for this case 
[7] whereas the real gas calculation is not bound by this restriction 
[28].) Even when trying only to predict the correct reduction in heat 
flux due to the presence of the gases, errors on the order of 20 percent 
were experienced when the average temperature was used to compute 
to. 

The conclusion to be drawn from all these considerations is that 

Table 3 Slab calculations by the Milne-Eddington assumption and by the nonhomogeneous slab band absorptance method 

Run 1 

122-9 
122-4 
1125-5(6) 
122-8 
12-10 

9-13 
12-1 
Gaussian 
Linear I 
Linear II 

Band; gas 
2.7 H 2 0 
2.7 H 2 0 
2.7 H 2 0 
2.7 H 2 0 
2.7 H 2 0 
2.7 H 2 0 
2.7 H 2 0 
4.3 C 0 2 
4.3 C 0 2 
4.3 C O , 

0.472 
0 .528 
0.786 
0.517 
0.69 
0.47 
0.45 
1.00 
1.00 
1.00 

eq. (48a) 

7. 
7. 

1 1 . 
7. 

16.-
10.6 

8.90 
1840.0 
1380.0 

489 .0 

.54 

.27 

.1 

.07 

.4 

T,(K) 
1000 
1128 
1141 
1115 
1325 
1536 
1054 
5007 
1275 
1831 

T2(K) 
1000 
1144 
1156 
1123 
1130 
1277 
980 
5284 
1719 
2163 

Q-(0), actual 
n^2(K) 
1000 
1120 
1125 
1110 
762 
769 
817 
1097 
750 
1500 

Q (O)approx 

1.00 
1.00 
1.01 
1.00 
1.32 
1.41 
1.36 
2.14 
1.30 
1.10 

' 122-9 T = 1005 K, 122-4 (1000 K at 9 c m ) t o (1240 K at 60 cm) , 1125-5(6) (1015 K at 0 cm) to 1250 K at 60 cm), 
122-8 (1000 K at 0 cm) to (1220 K at 30 cm) t o (1000 K at 60 cm) , 12-10 (389 K at 0 cm) t o (1117 K at 10.5 cm) to (417 
K at 48 .56 cm) , 9-13 (444 K at 0 cm) to (1102 K at 38.8 cm) t o (411 K at 48 .56 cm) , 12-1 (467 K at 0 c m ) t o (1086 K 
at 9.8 cm) t o (559 K at 48 .56 cm) , Gaussian: T = 300 + 1300 exp ( - 7 . 4 9 X 10" 4 y2), Linear I: (500 K at 0 c m ) to (10000 
K at 50 cm) , Linear II : (1000 K at 0 c m ) t o (2000 K at 50 cm). 
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for gas bodies hav ing large t e m p e r a t u r e var ia t ions , t h e M i l n e - E d -

dington form achieved by t ak ing only u> as c o n s t a n t is n o t re l iable . 

However, a cons tan t propert ies me thod has been proposed [34] which 

appears t o b e qu i t e accu ra t e for highly n o n i s o t h e r m a l p a t h s of la rge 

optical d e p t h . I t t h a t m e t h o d a, p a n d a> are t a k e n t o b e c o n s t a n t 

whereas in t h e p r e s e n t s t u d y only u is explici t ly so cons idered , wi th 

a happening to be cons tan t in the calculations since only fundamenta l 

bands were cons idered . B o t h se ts of a s sumpt ions lead t o t h e Mi lne -

Edd ing ton form. T h e fo rmer yields be t t e r resu l t s , however , s ince i t 

preserves t h e offsetting effects result ing from the variations of densi ty 

and b a n d w i d t h w i th t e m p e r a t u r e . T h a t is, in t h e colder regions of a 

gas mix tu re t h e h igher dens i ty , p, t e n d s t o increase se l f -absorpt ion 

whereas t h e smal ler b a n d w i d t h , cu, t e n d s t o reduce se l f -absorpt ion. 

Since t h e p r e s e n t s t u d y t a k e s only a> t o be c o n s t a n t t h e var ia t ion of 

p results in significant self-absorpt ion in the cold regions wi thou t a n y 

compensa t ion . Consequen t l y t h e flux is a lways u n d e r p r e d i e t e d , a s 

is shown by t h e l a s t co lumn in T a b l e 3. 

Conc lus ion 
It has been shown t h a t the Milne-Eddington absorption coefficient 

approximat ion is appl icable w i thou t restr ict ion to radia t ive t ransfer 

within clouds of small hydrocarbon soot particles bu t m u s t be applied 

with cau t ion t o t h e ca lcula t ion of t ransfer wi th in combus t ion gases. 

As such, closed form solut ions have been der ived for t h e ne t radia t ive 

hea t flux wi th in soot c loud s labs for b o t h t h e realist ic 1/X var ia t ion 

of t h e abso rp t ion coefficient a n d also for t h e gray case. In add i t ion , 

order of m a g n i t u d e b o u n d s on t h e appl icabi l i ty of t h e c o n s t a n t 

b a n d w i d t h a s s u m p t i o n t o gases have been given along wi th a m e a n s 

for prac t ica l ly us ing it in s i tua t ions where it does apply . 
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Introduction 

Exact solutions for linear thermal conduction problems in multi-
layered media are generally very tedious in terms of matrix manipu­
lation [1, 2].2 Some authors have proposed an alternate method of 
solution for interfacial temperatures of a large class of problems from 
the solution of a single adjoint problem [3]. In addition to these two 
types of solutions, one always has the option of attempting a Laplace 
transform solution as outlined in [4]. In practice, if the number of 
layers involved is greater than two, the inversion of the resulting so­
lution in the transform space becomes very complex. Finally, it is 
possible to utilize a numerical technique such as in a finite difference 
or finite element computer code to determine temperature-time 
profiles throughout the multilayer composite. 

The foregoing techniques are all useful when detailed information 
about the transient temperature behavior of the composite is desired. 
There are situations, however, when one is concerned only with the 
temperature at a boundary or at the interface between two adjacent 
layers. Examples of this would be the thermal protection of internal 
components of a reentry vehicle which is subjected to atmospheric 
heating or the problem of maintaining the interior of a container below 
a certain specified temperature limit when the container is immersed 
iii a fire. For these two examples and a host of others, it is excessive 
to solve for the entire temperature field throughout the composite 
insulating system for all times. The actual region of interest is, in fact, 
the rear surface of the system. In cases of this type, the concept of an 
"effective thermal diffusivity," i.e., a single parameter based upon 

Effective Thermal Diffusivity for a 
Multimaterial Composite Laminate1 

This paper discusses the development of an "effective thermal diffusivity" which can be 
used to estimate the temperature response at the insulated rear surface of a multilayer 
composite to a step in temperature at the front surface of the composite. An example is 
considered using the effective value along with the mathematics of a single layer problem, 
and results thereof are compared with both those of an exact solution, and those which 
use an effective diffusivity computed from a "lumped" parameter model. 

1 This work was supported in part by the United States Energy Research and 
Development Agency and in part by the National Science Foundation under 
Grant No. GK-41495. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, Houston, Texas, November 30-December 5, 1975 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu­
script received by the Heat Transfer Division May 17, 1977. Paper No. 75-
WA/HT-90. 

the material properties which can be used to approximate the thermal 
response at some specified point, is useful in preliminary heat transfer 
studies. 

This effective thermal diffusivity can then be used to avoid a de­
tailed solution of the entire temperature field for transient problems 
in a manner analogous to the "effective thermal conductivity" used 
in steady-state conduction problems. The effective thermal diffusivity 
can be used with a Fourier series or numerical solution for a single 
effective layer. It should be pointed out that no single parameter is 
capable of describing exactly the temperature response at all points 
in the composite. In spite of this, the savings of effort in utilizing an 
effective thermal diffusivity for cases such as those described pre­
viously make it a worthwhile tool. 

In the present work, a general technique for specifying the effective 
thermal diffusivity is outlined for arbitrary front surface heating 
conditions. A two-layer eigenvalue formulation is also developed and 
shown to agree with the general formulation for a temperature step 
boundary condition. Then, by example, results from the effective 
thermal diffusivity model are compared to those of an exact solution 
for the rear surface temperature response of a composite subjected 
to a front surface temperature step. For completeness, comparison 
is also made to results of a lumped model, which is not capable of 
considering material orientation. 

Theory 
General Problem. An expression for the effective thermal dif­

fusivity of an n -layer composite laminate will be developed by the 
process of superposition and mathematical induction. 

First, consider a single infinite slab of thickness L which is initially 
at temperature T, and which is exposed to a heat flux of arbitrary 
time-dependence but finite total energy at its front surface (surface 
1). That is 

Q= C°°qdt<<*> (1) 

The rear surface (surface 2) is insulated. The thermal properties are 
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assumed to be temperature independent. From equation (13) of [5], 
an expression for the thermal diffusivity of the slab is 

QL 

(0, - e2)PC 

where Oj is the temperature integral defined by 

Oj = f;(Ti-Tj )dt 

(2) 

(3) 

where j = 1 for the heated surface (surface 1) and j = 2 for the insu­
lated surface (surface 2). Note that although the integral in equation 
(3) extends to infinity, in practice, it need only be evaluated for a large 
but finite time. 

Next consider a two-layer laminate consisting of a material ex­
tending from x = 0 to x = L\ and a second layer from x = Li to x = L\ 
+ L2 (the x = 0 surface is heated). Equation (2) can now be written 
for the second layer 

L2HTf - Tj) 
oco = 

(02 - h) 

where the following relation was used 

PiC; 
-MTf-Ti) 

(4) 

(5) 

and Tf is the final temperature of the composite. This relation is de­
rived from an energy balance on the second layer. Since the total en­
ergy added at the front surface of the second layer is Q2 and the rear 
surface is insulated, an energy balance gives Q2 = p2C2L2(Tf — T;). 

Consider now the solution of the first layer as the sum of the two 
solutions. First, a heat flux of Qi + Q2 is imposed on the x = 0 surface 
with the x =Li surface insulated (case a). Second, x = 0 is assumed 
insulated with Q2 occurring at x -L\ (case b). The sum of cases a and 
b is Q\ + Q2 at x = 0 with Q2 at x = L\. As in equation (5) 

P1C1 
- Li(Tf - Tj) (6) 

From equation (2) the result of case a in the foregoing is 

fllo _ 0 2a = 121—1AL-1 
PlCiai 

Substituting equation (5) and (6) into (7) results in 

aa aa (piCiLj + p2C2L2)U(Tf - TO 
P l L - l « i 

and for case b, a similar analysis yields 

Bxb _ hb = £2C2L2Ll(Tf - Tj) 

PlCiai 

The sum of equations (8) and (9) is the solution to the physical 
problem for the first layer 

(7) 

(8) 

(9) 

0 . ( p i d L x + 2P2C2L2)Ll(Tf - Tj) 
0! - 02 = 

PlCiai 
(10) 

vi — t>z — 
«2 

The sum of equations (10) and (11) is 

[Li 2 , 2L1L2P2C2 , Lf\ln, ,= — + — + — (Tr 
L ai « i P1C1 ot2 J 

Tt) 

(11) 

(12) 
<*i « i P1C1 

which relates the integrals of the temperatures at the heated and in­
sulated surfaces. An effective thermal diffusivity aeff and an effective 
length, Leff are now defined by a similar equation relating 0i and 
03-

: — (Tf-Ti) 
«eff 

(13) 

A comparison of equations (12) and (13) then gives the ratio of Leff2/ 
aeff as 

hit.. 
«eff 

which can also be written as 

W = Li2| 

«eff « 1 

where A+ and C+ are the dimensionless ratios 

C+ = L1P1C1/L2P2C2 

T L ! 2
 | 2 L ! L 2 ,P2C2\ t L2n 

L « i « i VpiCi / Qi2 J 
(14a) 

(146) 

otiL2
2/a2Li 

(15a) 

(156) 

T h e ra t io of LBip/aeff in (14b) divided by t h e same q u a n t i t y for t h e 

ma te r i a l s reversed in order (i.e., ma t e r i a l 2 now is h e a t e d a t x = 0) 

is 

R = 
1 + 2 ( C + ) - 1 + A+ 

1 + 2A+C+ + A + 
(15) 

T h i s ra t io shows t h a t t h e r e is a p r o n o u n c e d o rde r effect unl ike t h e 

l u m p e d m o d e l t o be discussed. T h e order effect is essent ia l in m o s t 

cases to give a sa t isfactory response a t t h e h e a t e d surface. One case 

in which t h e r e is no order effect is for 

A+(C+) = 1 

since R = 1 for th i s case. T h e ra t io R app roaches zero for C+ —• °> 

while A+ > 0; R a p p r o a c h e s inf ini ty for C+ -* 0 while 0 < A+ < <*>. 

For t h r e e layers , t h e s a m e p rocedure resu l t s in 

Leff2 _ L t 2
 ( W ( L 3

2 

ffeff Oti a2 « 3 

L\ ai / \piCj \ «i / V C j / 

+fir)(g)] "» 
By mathematical induction, the general expression for an re-layer 
composite laminate is 

Equation (4) can be rewritten 

.Nomenclature™ 
C = specific h e a t ( J /kg -K) 

C2n = funct ion def ined by equa t ion (22) 

T>in = funct ion def ined by equa t ion (23) 

En = e igenfunct ion error t e r m 

Fo = Four i e r m o d u l u s (at/L2) 

/ „ * = ini t ial va lue funct ion, equa t ion (25) 

L = t h i ckness (m) 

Leff = effective single layer th ickness for the 

mul t i l ayer p r o b l e m (m) 

Lj = th ickness of y th layer (m) 

re = s u m m a t i o n index 

Q = t ime- in t eg ra t ed h e a t flux ( J / cm 2 ) 

Qj = Q in jth layer 

q = h e a t flux (W/cm 2 ) 

Tf = final un i fo rm t e m p e r a t u r e (K) 

Ti = ini t ial un i form t e m p e r a t u r e (K) 

Tj = t e m p e r a t u r e in t h e j t h layer (K) 

T 0 = m a g n i t u d e of t e m p e r a t u r e s t e p (K) 

t = t ime (s) 

x = d i s t ance coord ina te (m) 

Z 2 = funct ion def ined by e q u a t i o n (35) 

ctj = t h e r m a l diffusivity in t h e ; t h layer 

(cm 2 / s ) 

a„ff = effective single layer t h e r m a l diffu­

s ivi ty for t h e mul t i l ayer p r o b l e m 

fin = e igenvalue 

T21 = — V ~ 
A2 « i 

V = Pn L2IVa~2 

8j = temperature integral in equation (3) 
\j =^thermal conductivity in the jth layer 

(W/m-K) 
p = density (kg/m3) 
k = A.Li/v^I 
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w 
«eff i=\ at ;=i a; j=i+i PjC; 

(17) 

In the following section, an alternative eigenvalue analysis will be 
used to derive the same expression as equation (14) for the two-layer 
problem. This lends credibility to the superposition analysis for more 
than two layers for which the eigenvalue technique becomes cum­
bersome. 

Two-Layer Eigenvalue Analysis. In this section, a technique, 
for the special case of a two-layer composite developed by Schimmel 
and Donaldson [6], will be summarized to show that it leads to an 
expression identical to equation (14). The overall thickness of the 
system is L\ + L2 and the interface between the two layers is at L\. 
The front surface is subjected to a temperature step at t = 0 while the 
rear surface is adiabatic for all time. Although the temperature step 
boundary condition is not as general as the arbitrary heat flux 
boundary condition of the preceding section, it does satisfy the con­
dition of approaching zero heat flux at long time, since the rear 
boundary is insulated. The temperature response at the rear surface 
(x = L\ + L2) of a single material which is initial at T; to the foregoing 
boundary conditions is 

7 U i + L2, t) - Tt 

To ~ Ti 

where the Fourier modulus is defined by 

4 - ( - l ) "e - (2re + 1)WFQ/4 
i 2^ ~ (18) 

w n=o 2ra + 1 

F0-= 
at 

(Li + i 2 ) 2 
(19) 

Now the object is to determine an appropriate value of ae([/Leff to 
use in equation (18) for the case of two-layers. In this manner, the 
actual thermal diffusivities (and lengths) of the materials are sup­
pressed and one works with some fictitious parameter for the calcu­
lation of the rear surface temperature response. 

Using the temperature step front surface and adiabatic rear surface 
boundary conditions with temperature and heat flux matching con­
ditions in the interface, the exact rear surface response of a two-layer 
composite is given by [1] 

T2(Li + L2, t) - Ti 

T 0 - T ; 

= * - = £ : fn*e-e»2' [2< \c 
n=o L L 

2„ cos -
3„(Li + L2) 

+ D2n sin 

where the coefficients /„*, C2n, and D2n are 

' «2 
%(Li + L2)' 

(20) 

f * 
In 

— I sin dx H I C 
«i Jo V a i a2 Jl>\ L 

2 n COS — = + Din Si l l ' 
V "2 

-2nSin-
BniLi+Li) 

= Din COS " 
^(Li+L2) 

(25) 
V « 2 V 0:2 

Since the coefficients C2n and D2n are given by equations (22) and 
(23), equation (25) involves a single unknown, j3n, which is given by 
the roots of the transcendental equation 

where 

and 

cos £ cos ?) —y2i 1 sin i, sin ij = 0 

W i 

Va\ 

(3nL2 

(26) 

(27a) 

(276) 

The corresponding eigenvalue equation for a single layer problem 
can be written as 

; 0 , 
3nL eff 

(28) 
'«eff 

' a e f f s o that the smallest ei-The object at this point is to select LeffA 
genvalues, /?„, found from equations (26) and (28) are nearly identical. 
For F 0 > 0.3, the n = 0 corresponding to flo in the summation of 
equation (18) is at least 100 times larger than the next largest term. 
Thus, except for the smallest values of FQ, the temperatures found 
for the single layer with effective values of a and L would be expected 
to agree fairly well with the exact temperature given by a two-layer 
analysis. Utilizing the polynomial expansions for the sine and cosine 
functions, equations (26) and (28) become 

1_ 

' i l l L 721 J 

I ^ + ^ B t V + ̂ - f 4! 7 2 1 721 
r,*] 

1 - ^ ) + ^ ) - . . = cos (2) = 0 

= 0 (29) 

(30) 

For these equations to yield approximately the same eigenvalues for 
small values of n, a comparison of the two equations yields, 

2 J-2 , 2 ^ 1 

721 
(3D' 

Introducing the definition of 2, f and r\ in equation (31) results in 
exactly the same relation for Lef^/aeff as given by equation (14). The 
two methods thus yield the same result. 

Effective Diffusivity-Lumped Model. For a simple calculation 

/~C<2-1 

dx 

— I sin 2 —-= dx H I ' C2n cos ~p= + D2n sin —==. 

(21) 

dx 

. ft,Li pnLi 
C2n = sin cos — • 721 cos 

D2n= sm—r=s in 
Vai 

v a2 

Li . PnLi 

« l V a 2 

PnLl 0nLl 
f 721 cos —-== cos — 

Va2 v a i ««2 
where 

Ai ^ fai * /XiPiCi 
T21 = — V — = V : — 7 T 

A2 « i A2P2L2 

(22) 

(23) 

(24) 

Equations (20)-(23) could also be expressed in terms of Laplace 
transforms yielding the same transcendental equation for the eigen­
values. It was felt, however, that this additional step might over 
complicate the logical thought progression in the analysis, so it was 
not done. 

The eigenvalues, /?„, are determined from the boundary condition 
at the rear surface and can be written 

of effective thermal diffusivity, a first approximation is a ratio of ef­
fective thermal conductivity to effective volumetric "heat capacity." 
This model, which will be referred to as the lumped model, has the 
shortcoming that it is independent of material arrangement. The 
effective thermal conductivity for a series of parallel slabs is given 
by 

Aeff = - ^ ^ = — — • ( 3 2 ) 

where L is the total thickness of the composite. In the steady-state 
case, this expression can be used to obtain the temperature at any 
position in the composite slab via a technique similar to the electrical 
analog. Note that the heat capacity does not influence the steady-state 
heat conduction problem analogous to a charged capacitor in the d-c 
electrical circuit. 

In the transient situation, one can imagine a lumped heat capacity 
given by 
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(33) 

Again there is some physical justification because this will predict an 
equilibrium temperature rise of an adiabatic system following a given 
energy input. The lumped effective thermal diffusivity is the ratio 
of these two quantities 

Xeff _ L2 

' (pChu L(Lj/\j)ZLj(PC)j 

L2 L,-

«eff Ay-

(34) 

(35) 

Note that the model is indeed independent of material arrange­
ment. 

Hesults 
The technique for solution of boundary-value problems in com­

posite media using quasi-orthogonal function expansion [1] has been 
used to generate an "exact" solution on the digital computer. The 
example considered for comparison with the effective analysis consists 
of two 1.0-cm layers of a material with a large heat capacity (heat sink) 
and two 1.0-cm layers of low thermal conductivity (insulator). The 
thermal conductivity and diffusivity for the two materials are re­
spectively 418.6 W/m-K and 0.3 cm2/s for the heat sink and 0.042 
W/m-K and 0.003 cm2/s for the insulator. These property values are 
not intended to represent any particular real material although they 
are typical of some used in engineering applications. The reason for 
selecting these two grossly different materials is that this type con­
figuration requires a large number of eigenvalues in the exact solution 
and thus should furnish a" critical test of the effective solution. 

There are six possible configurations of the four layers, each of 
which will be examined for agreement between the exact and the ef­
fective solution. Pig. 1 is a comparison for all six of the configurations, 
of the effective model with the lumped model for a temperature step 

at the front surface and an adiabatic rear surface. The temperatures 
presented are at the rear surface. Note that the rather unusual time 
scale factor corresponds to tfeff/ieff2 for the "slowest" configuration 
namely that of two insulator layers followed by two heat sink layers. 
It is interesting that two configurations (ABBA and BAAB) have the 
same response curves. If the layer thicknesses were all not the same, 
this would not be the case. Later comparison with the exact solution 
confirms this somewhat surprising fact. 

In order to determine the agreement between the effective solution 
and the exact solution, the time scales are modified by an appropriate 
scale factor in Figs. 2-6. This permits a critical examination of the 
effective diffusivity at small times. In each of the various configura­
tions, the scale factor is equal to aeff/̂ eff2- The agreement for the 
"fastest" situation which is two layers of heat sink followed by two 
layers of insulator is seen in Fig. 2 to be excellent for all times. The 
lumped model however, is unable to predict any significant response 
at all in this time frame. The exact solution for all cases, was verified 
by a numerical finite difference calculation. The agreement is so close 
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_ J L_ 
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Fig. 3 Comparison of rear surface temperature history for heat sink/insu­
lator/heat sink/insulator configuration 
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Fig. 2 Comparison of rear surface temperature history for the heat sink/heat Fig. 5 Comparison of rear surface temperature history for insulator/heat 
sink/insulator/insulator configuration sink/insulator/heat sink configuration 
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that no deviation between the two shows up on the scale used. 
Figs. 3-6 show that the effective model disagreement to exact re­

sults is largest for small times as expected. The particular boundary 
condition considered tends to emphasize this small time inaccuracy. 
The important thing to notice in the figures is the ability of the ef­
fective model to predict trends and intermediate time behavior while 
the lumped model is greatly in error. The deviation between the ef­
fective results and the exact results is tentatively attributed to the 
fact that, although the effective model is orientation dependent, it 
still treats the thermal properties as being uniform over the composite 
and hence, cannot account for discreet property variation. It would 
be expected, that as the number of layers becomes large, the agree­
ment between the effective model and the exact solution would im­
prove. 

In addition to the methods presented in this paper, there are a 
number of alternate ways of estimating an effective thermal diffu­
sivity. One of these uses some parameter estimation techniques based 
upon least squares [7]. In this method, the sum of squares of differ­
ences between the temperature for both models (effective and exact) 
is calculated. This sum is then minimized with respect to the effective 
parameters. 

Conc lus ions 
The problem of thermal conduction in a multilayer composite 

laminate has been addressed by considering the composite to be 
equivalent to a single layer characterized by an effective thermal 
diffusivity. In the special case considered, the temperature response 
was determined for the insulated rear surface of a composite exposed 
to heating at its front surface. The effective diffusivity expression 
derived by a superposition analysis for the multilayer case was shown 
to be equal to that obtained by an eigenvalue analysis for the case of 
two layers. 

This effective thermal diffusivity model represents a capability 
between the exact solution necessary for detailed design of thermal 
protection systems and the very approximate lumped model which 
is not capable of resolving various material arrangements, etc. Other 

0 0,1 0.2 0.3 0.1 0.5 0.6 0,7 0,8 0.9 1,0 

t , SECONDS/(2.68 x 105) 

Fig. 6 Comparison of rear surface temperature history for Insulator/insu­
lator/heat sink/heat sink configuration 

boundary conditions should produce similar results and thus could 
be used in preliminary thermal studies. 
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Numerical Solution of Transient 
Heat Conduction Equation for Heat* 
Treatable Alloys Whose Thermal 
Properties Change With Time and 
Temperature 
Changes in microstructure occur in as-received aluminum alloy (AI-2024-T351) when it is 
subjected to elevated temperatures (1B0-260°C). These changes, which are called precipi­
tation hardening, in turn influence the thermal properties, making them time as well as 
temperature dependent. A computer-assisted transient experimental procedure has been 
developed to determine the values of thermal conductivity of as-received AI-2024-T351 
under the influence of precipitation-hardening. Based on isothermal experimental data 
and related algebraic modeling of the thermal conductivity, a mathematical model in the 
form of two differential equations is proposed. Instantaneous values of volume fraction 
of precipitate and thermal conductivity can be predicted using this model. A method for 
the simultaneous numerical solution of the partial differential equation of conduction 
and the proposed differential equations of precipitation are also given. The influence of 
precipitation—hardening on temperature distribution and on values of thermal conduc­
tivity is shown graphically for several cases involving the AI-2024-T351 material. 

1 Introduction 

Design of heat transfer equipment using heat-treatable alloys such 
as aluminum alloy 2024-T351 (A1-2024-T351) can be difficult because 
metallurgical structural changes may occur during heating. These 
changes can result in increases as large as about 39 percent in values 
of thermal conductivity. The metallurgical changes can be related to 
precipitation-hardening of the alloy. To date, however, the literature 
does not contain a mathematical model to relate the thermal con­
ductivity to the volume fraction of precipitate. An objective of this 
paper is to present a model through which the instantaneous value 
of volume fraction of precipitate, and subsequently the value of 
thermal conductivity of A1-2024-T351, can be predicted. A further 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 15,1976. 

objective is to demonstrate a numerical method for predicting the 
temperature history of AI-2024-T351 with time- and temperature-
dependent thermal properties. 

Although this paper presents data and a model specifically for as-
received A1-2024-T351 material, the method of experimental inves­
tigation and mathematical modeling of the phenomena may be ap­
propriate for other heat-treatable alloys which undergo similar 
metallurgical changes. 

2 Experimental Study 
Measurement of time- and temperature-dependent thermal 

properties of as-received A1-2024-T351 at elevated isothermal tem­
peratures were first reported by Al-Araji [1,2].1 In order to: (1) verify 
his results, (2) use smaller departures from isothermal conditions, (3) 
use smaller time intervals between tests, and (4) develop a satisfactory 

1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Thermal conductivity values of as-received (no precipitation) and 
annealed AI-2024-T351 

mathematical model, further experimental and analytical work was 
done [3]. The new experimental results are similar, but there is one 
significant difference in the thermal conductivity values. In Al-Araji's 
work [1,2], the thermal conductivity at any isothermal temperature 
appeared to start at a low value, increase to a maximum, and then 
gradually decrease to an equilibrium value which is still greater than 
the initial value. Al-Araji [1] modeled the experimental data of ther­
mal conductivity only during the period when the conductivity was 
increasing. The mathematical model was an algebraic form and no 
relationship was postulated to relate the thermal conductivity and 
volume fraction of precipitate. 

The A1-2024-T351 specimen used by Al-Araji [1] and in the present 
work is composed of 3.8-4.9-percent copper, 0.50-percent maximum 
silicon, 0.50-percent maximum iron, 0.3-0.9-percent manganese, 
1.2-1.8-percent magnesium, 0.25-percent maximum zinc, 0.20-percent 
maximum zirconium plus titanium, 0.15-percent maximum titanium, 
0.05-percent maximum others each, and 0.15-percent maximum 
others total, with the remaining balance being aluminum. 

Al-Araji's [1] experimental strategy was to run tests: (1) first at room 
temperature, (2) then at the desired elevated temperature (these were 
the tests of primary interest), and (3) finally at room temperature 
again after all the other tests were completed. For each test, the energy 
input was provided by a copper calorimeter. An electronic device was 
used to carry out the necessary integrations. 

In the present work, the same experimental strategy was followed. 
However, the energy input obtained from a d-c power source was in­
troduced into a thin flexible heater sandwiched between two identical 
specimens. Another difference is that transient specimen tempera­
tures were stored in the memory of an IBM 1800 computer during 
each test, which lasted only about 35 s. After each test the transient 
data were analyzed using the same computer. In addition, experiments 
were performed to determine the values of thermal conductivity of 
annealed A1-2024-T351 material as a function of temperature 
[3,4]. 

Since an electric heater was used and the energy input was mea­
sured, the present method can be termed "direct." Al-Araji's method 

50 100 150 

Temperature, C 

Fig. 2 Specific heat values of as-received (no precipitation) and annealed 
AI-2024-T351 

is comparative because the energy input was not measured directly; 
it was determined using the change in internal energy of a copper 
calorimeter. Direct methods are usually considered to be more accu­
rate than comparative methods. The integration is also more accu­
rately done in the present work using the IBM 1800 computer instead 
of the electronic integrator. 

In both the present work and in that of Al-Araji, time variations 
in specific heat at isothermal temperatures were found to be small. 

The primary objective of the present experimental study is to de­
termine values of k and cp for A1-2024-T351 alloy under three dif­
ferent conditions: 

(a) As received properties with no precipitation. At low temper­
atures (below 150°C) the formation of precipitation is negligible; 
hence the values of k and cp are affected only by the temperature level. 
For temperatures above 150°C precipitation occurs with time. For 
these temperatures, however, values of k and cp with no precipitation 
are simply those at zero aging time. These were obtained from mea­
surements within a 5-min period during which the specimens were 
rapidly heated to bring them from room temperature to a test tem­
perature, such as 176.7°C. For this short time period it was assumed 
that negligible precipitation occurred. The experimental k and cp 

values for this case are shown in Figs. 1 and 2. A least-squares tech­
nique was applied for these experimental data and the following 
functional relations were obtained: 

124.1 - 0.00377/ + 0.0006T2 

cPn = 0.870 + 5.81 X 10-4T 

(1) 

(2) 

where ka and cPa are values of thermal conductivity and specific heat, 
respectively, for A1-2024-T351 in the as-received condition. The units 
for ka, cPa, and T are W/(m-C), kJ/(kg-C), and °C, respectively. These 
relations are valid in the range of 30-225°C. 

.Nomenclature. 

cp = specific heat 
k = thermal conductivity 
ko = thermal conductivity at zero aging 

time 
km = thermal conductivity at maximum 

aging time 

k+ = dimensionless thermal conductivity 

_ k(T, t) - fe0(D 
hm(T) - k0{T) 

obtained from equation (5a) 
T = temperature 
t = time 

x = axial direction 
ij = volume fraction of precipitate 
r]m = maximum volume fraction of precipi­

tate 
p = density 
T = time constant 
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Fig. 3 Thermal conductivity as a function of time at 176.7°C for AI-2024-
T3S1 

(b) Annealed properties. Several A1-2024-T351 specimens were 
annealed at about 300° C and values of thermal conductivity as a 
function of temperature were then determined. The experimental 
values of k and cp of annealed A1-2024-T351 are also shown in Figs. 
1 and 2. A least-squares technique was also used to determine: 

„ = 171.2 + 0.065T 

•• 0.883 + 3.35 X 10_ 4r 

(3) 

(4) 

where the an subscript denotes values for annealed A1-2024-T351. The 
units are also given in the foregoing and the range of validity is 30-
225°C. Notice from Fig. 1 that at 30°C annealed conductivity is about 
40 percent larger than the as-received value. 

The two specific heat curves shown in Fig. 2 (for annealed and as-
received materials) are only slightly different. Small or negligible 
changes are expected. Below 150°C the difference in the measured 
values are due mainly to experimental errors. Above 150°C the dif­
ference is greater than the experimental variability; there is a 4-per­
cent difference at about 200°C. Small, but noticeable and consistent, 
transient variations in the specific heat values were measured for the 
four test aging temperatures of 176.7,190.5, 204.4, and 218.3°C [3], 
The values for small times tended to be about 4 percent larger than 
for the later times while the standard deviation of the measured values 
was only about 1 percent. These time variations in the specific heat 
values were not expected and are not explainable at this time. In the 
range of 50 to 150°C a difference of less than 3 percent is noted in a 
comparison of the values of cPa and cPm given in Fig. 2 with those re­
ported in [10]. 

(c) As-received A1-2024-T351 with precipitation. Isothermal 
experiments were performed using as-received A1-2024-T351 material 
for the four temperatures of 176.7,190.5,204.4, and 218.3°C. At each 
isothermal temperature the test was repeated at least once; results 
of these tests are shown in Figs. 3 through 6. At each isothermal 
temperature the k values increase to a maximum with time and sub­
sequently fluctuate about this maximum as time increases. A rea­
sonably well-fitting mathematical model for thermal conductivity was 
found using nonlinear parameter estimation techniques [12] and re­
lated parameters were determined. The mathematical model for 
thermal conductivity of as-received A1-2024-T351 with isothermal 
precipitation is: 

k(T, t) = MT) + [km(T) - k0(T)][l - e-«MT>] (5a) 

kQ(T) = 73.2 + 0.3725 T (56) 

km(T) = 148.2 + 0.1115 T 

/ 1000 \ 
T(T) = exp (-31.93 + 15.7 ) 

V T + 273/ 

(5c) 

(6d) 

where k0(T) is the k value at zero aging time, km(T) is the k value at 
maximum aging time, and T(T) is a time-constant. The unit for T is 
°C. These relations are valid for the range of 175-220° C. Both r and 
t are in hours. The solid curves in Figs. 3-6 are plots of equation (5a) 
versus time. 

3 Analytical Study 
In practical applications, as-received A1-2024-T351 may be 

subjected to nonisothermal temperature conditions in the precipi­
tation temperature range. For such cases, a model is proposed which 
is consistent with the isothermal algebraic mathematical model. The 
proposed model is in the form of two differential equations which 
describe the rate of volume fraction of precipitate during arbitrary 
thermal cycling; the model is: 

dv(T, t)ldt = -j— [Vm(T) - V(T, t)] if nm(T) > ,(T, t) (6a) 
T(L) 

dv(T, t)/dt = 0 if Vm(T)<v(T,t) (6b) 

where TJ(T, t) is volume fraction of precipitate at temperature Tand 
time t, T(T) is the time-constant given in (5d), and i)m(T) is the 
maximum volume fraction of precipitate at isothermal tempera­
ture. 

Proposed equations (6a) and (66) are based on a number of as­
sumptions. These assumptions include: (1) for any isothermal tem­
perature history, the volume fraction of precipitate can only increase 
or remain constant with time; (2) at any isothermal temperature, the 
volume fraction of precipitate reaches a maximum and subsequently 
remains unchanged as time increases; and (3) an instantaneous step 
change in temperature level does not affect the precipitation volume 
fraction. Following from these assumptions is the conclusion that the 
precipitation process is not reversible in the precipitation temperature 
range. The volume fraction of precipitation increases continuously 
or remains constant with time in the temperature range below 260°C. 
When the temperature of as-received A1-2024-T351 material is low­
ered, the rate of precipitation may go to zero if the cumulative amount 
of precipitation attained at a higher temperature surpasses the 
maximum volume fraction of precipitate at the lower temperature. 

Journal of Heat Transfer AUGUST 1977, VOL 99 / 473 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



180 

170 

160 

150 

[ 

140 

- ' 1 ' 

-

— • 

P - ' v v 

v A % a 
1 V 

a/'vv D 
—al 

a 

1 

1 

o v 

1 

1 1 

0 
D 

D 
D 

V v V 
V 

V 

1 

t 

V 

1 ' 1 ' 1 •' 

D D 

v a v 

• v 

V 

V 

Test 1 and 2 for 190.5 Deg. C. 

D -Test No. 1 

v-Test No. 2 

_-Math . Model 

I . I . I . 

. 

-

-

-

-

85 iS 

Fig. 4 Thermal conductivity as a function of time at 190.5°C for AI-2024-
T351 

For a detailed discussion of precipitation-hardening, see Hardy et al. 
[5], Turnbull [6], Panseri, et al. [7], and Kelly, et al. [8]. 

For complete precipitation, the value of r\m shown in equations (6a) 
and (66) approaches unity. However, our experimental evidence in­
dicates that the complete precipitation does not occur at any iso­
thermal temperature unless the isothermal temperature is at least 
about 260°C. This is inferred from measured values of room tem­
perature k of A1-2024-T351 specimens which had been previously aged 
at different isothermal temperatures. Based on these experimental 
data, the maximum volume fraction of precipitate -qm(T) as a function 
of isothermal aging temperature T is: 

Vm(T) = 8.68 X 10-2 + 3.59 X 10~3T (7) 

which is valid for isothermal temperatures between 175 to 220°C, with 
T being in °C. i/m(T) varies between 0.715 for 175°C to 0.877 for 
220°C. It is interesting to note that, for rtm(T) = 1.0, a value of 254°C 
can be obtained from equation (7). The temperature 254°C is com­

pared with the temperature 260°C, which has been suggested [10,13] 
for annealing as-received A1-2024-T351 to obtain a stable micro-
structure. 

Time- and temperature-dependent values of k are proposed to be 
related to the volume fraction of precipitate by: 

k(T, t) = k0(T) + [km(T) - k0(T)]V(T, t)lnm(T) (8) 

where ko(T), km(T), rj(T, t), and rjm(T) are given in equations (56), 
(5c), (6a) or (66), and (7), respectively. 

4 Numerical Solution of Transient Conduction 
Equation Using Heat-Treatable Alloys 

In predicting the temperature distribution of heat-treatable alloys, 
such as aluminum alloy 2024-T351, using the transient heat con­
duction equation 

o / , dT\ dT 

dx dx/ 
: pcp 

dt 
(9) 

V — 

5r 
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Fig. 5 Thermal conductivity as a function of time at 204.4°C for AI-2024-
T351 
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Fig. 6 Thermal conductivity as a function of time at 218.3°C for AI-2024-
T351 

one must consider the heat treatment history of the alloy in order to 
utilize the correct values of the thermal properties. If the alloy is an­
nealed, the thermal properties introduced in equation (9) vary only 
with the material temperature. However, if the alloy is as-received, 
then the equation of precipitation given in (6a) or (66) and the other 
related equation mentioned in connection with equation (8) should 
be solved simultaneously with equation (9). 

In this section an example is given to: (1) present a numerical 
method of solution for transient temperature distributions in this 
alloy; and (2) demonstrate the effect of precipitation upon a tem­
perature distribution. In the following discussion, the geometry is 
visualized as being a plate but it could also be a rod with heat transfer 
along its axis. 

If the plate is relatively thin, so that the time-constant of heat 
transfer of the plate is relatively small compared with time-constant 
of precipitation T, the precipitation distribution is nearly constant 
with position. On the other hand, if there are large temperature gra­
dients in the plate either due to its relatively large thickness or to 
large-amplitude, high-frequency periodic heating, the plate could have 
significant differences in thermal conductivity through it due to the 
variation of precipitation across it. 

The one-dimensional partial differential equation of conduction 
(9) was solved numerically for the aluminum alloy 2024-T351 material 
with the simple boundary conditions of T(0, t) = 232.2°C (450°F) and 
dT(L, t)/dt = 0, and the initial condition of T(x, 0) = 176.7°C (350°F). 
The thickness of the plate was chosen to be the large value of 0.6096 
m (2 ft). This relatively large value of the thickness (or equivalently, 
length of a rod) is necessary to illustrate the influence of precipitation 
upon the spatial variation of the temperature distribution. 

The k and cp values of A1-2024-T351 material for the three cases 
of as-received with no precipitation, as-received with precipitation, 
and annealed properties are used in equation (9). Since the variation 
for cp for the three aforementioned cases is small, equation (2) is used 
in equation (9) for cp values. It should also be noted that as-received 
A1-2024-T351 material with no precipitation does not exist above 
about 150°C for protracted times because precipitation occurs. 
Therefore, solving the equation of conduction (9) for as-received Al-
2024-T351 material with no precipitation is only a hypothetical case 
illustrating the extent of error one could make. 

Values of thermal conductivity k for cases of as-received properties 
(no precipitation) and the annealed material are obtained using the 
pertaining equations given by (1) and (3). 

The k values of as-received A1-2024-T351 with precipitation depend 
on the amount of precipitation; consequently, the values are time- and 
temperature-dependent. To calculate the instantaneous values of 
thermal conductivity, the amount of precipitation must be calculated. 
For cases in which the temperature of as-received A1-2024-T351 
changes with time or position, equations of precipitation given by (6a) 
and (66) and the conduction equation (9) must be solved simulta­
neously to determine the volume fraction of precipitate, thermal 
conductivity, and temperature. 

One way to solve equation (9) numerically is to write an energy 
balance for node i at position xt = iAx and time tj. One result is: 

(1 - (3) [ft*. 1/2" ju-ji 
Ax 

•H t+l/2 
T f - r j + 1 -

Ax . 

•K 
Ti+1 Tj+ • Tin 

Ax 
t-1/2 ' 

Ax 

= (pcP)'i 
T{+1 - Tj 

At 
(10) 

where &;-i/2 is the thermal conductivity evaluated at temperature 
(T|_! + T{)/2; similarly, k{+m is k value evaluated at (Tj + 
T{+1)/2. 

Forward difference, backward difference, and Crank-Nicolson 
approximations can be specified by setting the value of /3 in equation 
(10) equal to 0.0, 1.0, and 0.5, respectively. Equation (10) can be 
rearranged so that all the unknown temperatures appear on one side 
(those at the time t,+i) and all the known temperatures on the other. 
This rearrangement generates a set of linear tridiagonal algebraic 
equations. The algorithm given in [9] was used to solve these algebraic 
equations at each step. 

The values of ft/-1/2 and ftl+1/2 are determined using the relationship 
given in equation (8). The value of 17,-1/2 for node i - 1/2 and time tj+l 

was determined by approximating equation (6) using the fourth-order 
Runge-Kutta formulas [9] to obtain 

where 
vi±\/2 = -nUn + Wo + 2Rki + 2Rk2 + Rk3)/6 

RkQ = At (Vm,;-i/2 - ni-nzllri-m 

Rki = At ( ^ 1 / 2 - W-1/2 - «fco/2)/W±$ 

Rk2 = At « ]« i /2 " »i-i/2 - J » , / 2 ) / T £ $ 

Rk3 = At (V^i-1/2 - rri-i/2 - Kfc2)/W±U 

(11) 
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Fig. 7 Crank-Nicolson finite difference solution of conduction equation for 
AI-2024-T3S1 bar in cases of as received properties (no precipitation), as 
received with precipitation, and annealed conditions 

For vi+i/2, a similar expression is written with subscript i + 1/2. Note 
that the subscript i — 1/2 or i + 1/2 indicates that the components are 
calculated at a temperature (T;_i + T;)/2 or (T; + T,-+1)/2, respec­
tively. 

Equation (11) was used to calculate the volume fraction of pre­
cipitate at time tj+i; subsequently the values of thermal conductivity 
were calculated by the relationship given in equation (8). These values 
were then utilized in equation (10) to obtain the temperature of the 
corresponding node at time tj+i. If the time step At is small compared 
to the maximum time t, the effect of the past k(T, t), rjm(T), and T(T) 
values (i.e., at tj) used for one future (i.e., at tj+i) temperature cal­
culation is negligible. 

The numerical results using the Crank-Nicolson method are given 
in Figs. 7-10. Fig. 7 shows temperature as a function of x + = x/L for 
the three cases of as-received properties (no precipitation), as-received 

with precipitation, and annealed conditions for times 0.05, 0.2, 0.5 
and 0.9 hr. The three aforementioned cases generate three distinct 
curves (temperature versus x +) for any time t due to the differences 
in thermal conductivity k. The largest temperature difference for the 
three cases is obtained at x+ = 1 (insulated surface) when time is 
between 0.8 and 1.6 hrs. The temperature history of the insulated 
surface for the three cases is shown in Fig. 8. 

The thermal conductivity history of the A1-2024-T351 in cases of 
as-received with no precipitation and the annealed condition is shown 
in Fig. 9. At time zero, the value of k for the as-received A1-2024-T351 
bar is 142 W/(m-C), while the corresponding value of k for the an­
nealed condition is 183 W/(m-C). Due to a sudden change in tem­
perature at the heated surface, there is an abrupt change in the value 
of k for as-received with no precipitation and the annealed condition, 
as shown in Fig. 9. These values for the as-received with no precipi­
tation and the annealed condition at 232.2°C (450°F) are 156 and 186, 
respectively. The values of k at the insulated surface (for both cases) 
increase with time. Due to a higher thermal conductivity, the annealed 
A1-2024-T351 attains the final uniform temperature much faster than 
the as-received A1-2024-T351 bar with no precipitation. 

Fig. 9 also shows the thermal conductivity history of the Al-
2024-T351 with precipitation. The volume fraction of precipitate of 
this bar is given in Fig. 10. Prior to a step increase in temperature, the 
as-received A1-2024-T351 was held at 176.7°C for 25 hr. Before this 
time the bar was held at a low temperature at which negligible pre­
cipitation occurred. For 25 hr of isothermal aging at 176.7°C, the 
values of thermal conductivity (k) and the values of volume fraction 
of precipitate (rj) increased with aging time. After this period, due to 
an abrupt change in temperature at the heated surface, there was also 
an abrupt change in the value of k and a rapid increase in the value 
of -q, which are shown in Figs. 9 and 10, respectively. After the abrupt 
change, the values of k at the heated surface unlike the annealed and 
as-received with no precipitation cases changed with time because 
of the influence of the precipitation. It is important to note that the 
precipitation at the heated surface, due to a higher temperature, was 
completed more rapidly than the precipitation at the insulated sur­
face. Hence the k values calculated for the heated surface approached 
a constant value sooner than the corresponding values of k obtained 
for the insulated surface. 

5 Discussion and Accuracy 
Important contributions of this paper are: (a) the conductivity 

i2 190 

Fig. 8 Temperature history of the Insulated surface of the AI-2024-T351 bar 
in cases of as received properties (no precipitation), as received with pre­
cipitation, and annealed conditions 
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Fig. 9 Thermal conductivity history of the AI-2024-T351 bar in cases of as 
received properties (no precipitation), as-received with precipitation, and 
the annealed condition. The AI-2024-T351 bar was preaged at 176.7°C for 
25 hr 

model given by equations (6)-(8); (b) a method of solving the differ­
ential equation of precipitation with the transient heat conduction 
equation (9); and (c) a demonstration of the effect of precipitation 
on temperature distribution of an as-received A1-2024-T351 plate. 

In order to provide further evidence that the isothermal aging data 
for thermal conductivity of as-received A1-2024-T351 is exponential 
with time, some experiments were performed to measure the electrical 
conductivity for specimens made from the same bar of the alloy. It 
has been suggested that the same functional relation would be ex­
pected because the Wiedemann-Franz ratio (k/aT) tends to be in­
dependent of temperature for certain metals, (a is the electrical 
conductivity and T is in K.) Data for two different isothermal tem­
peratures are shown in Fig. 11. These experimental aging data appear 
to be exponential with time and a mathematical model similar to 

equation (5a) describes the data fairly well. The time constants for 
a and k at 204.4°C are 2.10 and 2.23 hr, respectively. These two time 
constants and the shapes of the two corresponding curves are almost 
identical. This corroborates the exponential form of the isothermal 
aging data for thermal conductivity and the associated mathematical 
model. 

Time variations of thermal conductivity of substances have been 
presented for mathematical forms other than the exponential [14]. 
To the best of our knowledge, however, for thermal conductivity of 
as-received Al-Cu alloys undergoing isothermal aging, our exponential 
form with its relationship to the volume fraction of precipitation is 
original. 

The transient measurement facility used to determine the prop­
erties of the A1-2024-T351 material was initially tested by measuring 

time-hrs 

Fig. 10 Volume fraction of precipitate of as received AI-2024-T351 bar. The 
AI-2024-T351 bar was isothermally preaged at 176.7°C for 25 hr 
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the thermal properties of Armco Magnetic Ingot Iron as a reference 
material [3]. In the temperature range of 30 to 150°C, data obtained 
were compared with those given in reference [10]. Agreements within 
about 2 percent for k values and 5 percent for cp were found. 

A detailed error analysis for the experimental data for the Al-
2024-T351 material is given in [3]. The thermal properties for the 
isothermal conditions as given herein have about the same accuracy 
as for the Armco iron mentioned above. The estimated standard de­
viations of the experimental data from the given smooth curves for 
cPa. cPan< ka, Kn, and k(T, t) are 0.019,0.013,1.45,3.20, and 2.90, re­
spectively. For arbitrary heating conditions further experimental work 
is needed to check the proposed model given by equation (5)-(8). 

6 Conc lus ions 
Repeated transient experiments were performed to obtain values 

of thermal conductivity for aluminum alloy 2024-T351 for cases of 
as-received properties (no precipitation), as-received material under 
the influence of precipitation-hardening, and annealed material. For 
all three cases, reasonable mathematical models were found. The 
mathematical models for thermal conductivity for the cases of as-
received properties (no precipitation) and annealed materials are 
temperature-dependent only [10, 11]. The mathematical model for 
the case of as-received material under the influence of precipitation 
is both time- and temperature-dependent. The mathematical model 
for time/temperature-dependent thermal conductivity is significant 
because the proposed relationship has the physical basis of relating 
the thermal conductivity to the volume fraction of precipitation [5, 
6]. Based on the isothermal mathematical model of time/tempera­
ture-dependent thermal conductivity (equation (5a)), two differential 
equations, namely equations (6a) and (66), are proposed; these are 
useful not only for the isothermal case, but also for nonisothermal 
thermal processes. For the case of as-received A1-2024-T351 material 
under the influence of precipitation-hardening, the equation of pre­
cipitation and the one-dimensional partial differential equation of 
conduction, namely equations (6a) and (66) and conduction equation 
(9), are solved numerically to determine the temperature history and 
corresponding volume fraction of precipitate. The solution of the 
equation of conduction for all three cases, solution of the equation of 
precipitation, and the thermal conductivity history of A1-2024-T351 
material are shown graphically in Figs. 7 through 10 for particular 
boundary and initial conditions. 
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Lambda—Transition (He II—He I) 
During Heat Flow at Supercritical 
Pressures 
New boiling-like phenomena are reported which have been observed during heat-induced 
lambda transitions in liquid Helium-II at pressures above the thermodynamic critical 
pressure. 

Introduction 

Fluid phase transitions involving heat-induced changes from a 
more ordered to a less ordered phase (e.g., liquid to vapor) have been 
investigated extensively. The temperature range studied, cover 
phenomena all the way from high boiling points (e.g. H2O) to cryo-
liquids. Recent development work has even considered extensive use 
of superfluid liquid Helium II, e.g., [I].1 Despite considerable research 
of utilization limits of near-saturated liquid He II [2-8] however, 
neither application in terrestrial advanced systems [1], nor resolution 
of basic phenomena has been straight forward. Near the A-point of 
saturated liquid He4 considerable difficulty in interpretation of data 
arises in part from possible coexistence of three phases (liquid He II, 
liquid He I, and vapor). Therefore, we have pressurized He II beyond 
its thermodynamic critical pressure, excluding vapor for a better 
resolution of phase change details. An applied heat flux induced the 
He II—He I transition locally, and led to new phenomena associated 
with the order-disorder transition (A-transition) at supercritical 
pressures. The present brief communication has the purpose of pre­
senting details of a new heat transfer response function obtained with 
an apparatus used previously for supercritical He I studies [11]. The 
function obtained is referred to briefly as He II "lambda curve." 

Lambda-Curve 
Fig. 1 plots the observed temperature of the heated solid (to an 

externally applied heat flux) as heat flux density q versus AT = T# 
- T„; (TH "hot" wall temperature, T™ bulk fluid temperature); (q 
is per duct cross section to allow a comparison with references [9,10]). 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 13, 1977 

The lambda curve shows some properties reminiscent of boiling sys­
tems, despite the lack of a latent heat of phase change. Details though 
differ distinctly from classical "boiling curves." As q is increased (A-B 
in Fig. 1) Kapitza-resistance-dominated heat transfer conditions 
apparently are similar to natural convection with [d log q/d log AT] 
«* 1. At point B a sudden transition to a high AT (point C) occurs. 
Subsequently, upon continued heating (dQ > 0), a two-phase regime 
(C-D) is established with coexistence of He II and He I. This regime 
is characterized by a lowered heat transfer coefficient compared to 
regime (A-B). Upon further reduction of q, the two-phase regime was 
found to be extended beyond D-C down to point E. Finally, recovery 
toward the low AT-regime initiates at point E and is completed at 
point F. As q is reduced further, the system follows the previous 
characteristic function A-B from F to A. 

The lambda curve incorporates the hysteresis loop F-B-C-E-F. This 
behavior is qualitatively quite similar to hysteresis phenomena of 
boiling curves of first order transitions. It incorporates a transition 
region with a negative slope of the thermal resistance curve. There 
are other properties of the lambda curve which depart significantly 
from boiling curves, for instance Kapitza resistance, lack of nucleate 
boiling, and the lack of latent heat of phase change. Further, it is noted 
that there exist order of magnitude differences between heat capac­
ities of cryo-fluid He4 and solid-materials (with the exception of 
paramagnetic solids and other less common cryo-vessel materials). 
The thermal conductivity of pure solids is quite large compared to 
He I (and He4 gas at low T). Thus, cold He4 I has a small thermal 
diffusivity. In contrast, He II has an excellent (apparent) thermal 
conductivity and diffusivity. Thus, during the lambda transition 
under consideration the rate of change of the heat flux with time is 
an important factor. Small constant rates of changes of the heater 
current with time are established in the runs with the present appa­
ratus (sketched in insert of Fig. 1). In addition, a small mass flow rate 
of the order of magnitude 10~2 g/s was established. Oscillatory system 
disturbances were present in many runs at zero net mass flow. For all 
of these conditions however, relatively small changes (compared to 
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data scatter) were found prior to point B, and at point B. 
To resolve further details of the nature of the phase change, the 

transition heat flux density at point B (designated as q\) was mea­
sured as function of bulk fluid temperature (at constant system 
pressure). These results are displayed in Fig. 2. Pull circles are data 
points obtained with the solid wall thermometer, squares denote data 
taken with a thermometer immersed in the fluid. 

Both data sets are seen to be in good agreement with each other. 
Accordingly, a domain of supercritical fluid He II in the vicinity of 
the heater is converted quite fast into He I. Other thermal and geo­
metric conditions are known to cause changes in limiting heat fluxes 
of near-saturated He II. This behavior exists also in the present runs, 
as far as system pressure changes are concerned. According to the 
evidence obtained, there is a well-defined transition function q\(T„) 
for each particular geometry and fluid state specification (e.g., isobaric 
operation). This feature is quite similar to the peak heat flux density 
of nucleate boiling in first order transitions. However; phenomena 
similar to nucleate boiling could not be found in our investigations. 
We turn now to a discussion of lambda point changes. 

Lambda Temperature Depression 
The present data are compared in Fig. 2 to literature data [9] re­

ported for the vicinity of the lower triple point (low pressure lambda 
point of saturated liquid). Published data trends are seen to agree 
fairly well with results obtained in the present runs. Bhagat and 
Lasken [9] however, consider the possibility of a lambda temperature 
depression caused by an applied heat current. This type of lambda 
point depression does not appear to be present in other studies [10]. 
The reasonable agreement between the present data and reference 
[9] suggests the interpretation that no serious T\—depression may 
be present in both sets of data. Instead, there is a well-defined lambda 
transition heat flux density q\ which is a function of bath temperature, 
pressure, and geometry. A possible lambda point depression however 
cannot be ruled out, outside of the scatter of the experimental data. 
Therefore, the data sets of Fig. 2 are considered indicative of an upper 
bound for this depression. At the order of qx = 10 mW/cm2, the 
lambda point depression appears to be smaller than the order 1 mK. 
Another quantity of interest in this context is the thermodynamic 
limiting heat flux which precludes the existence of He II on the basis 
of thermodynamic energy arguments. 

Thermodynamic Limit of Superfluidity 
Numerical calculations of this limit have been carried out on the 

basis of superfluid thermodynamics, in order to assess a possible 
significance of thermodynamic limits for the interpretation of the 
present data. Attention is focussed upon Gibbs free energy density 
changes A/ in the presence of q. We evaluate the difference (/„ - /) 
between the "normal" reference state and the He II superfluid state. 
The reference state at /„ is adopted from the thermodynamic two-
fluid model (Gorter-Casimir model) for superfluid systems [12,13], 
whose similarities have been emphasized in reference [14]. 

The normal state is an extension of the He I state adopted by Bo-
relius [15] into the He II region. The calculations are based upon a 
simplified (mean field) calculation of Ginzburg and Pitaevskii [16] 
who utilize thermodynamic parametric functions a and /5. In this form 
the present approach is referred to as Gorter-Casimir-Borelius (GCB) 
model. 

A first order phase transition is characterized by discontinuities 
in the first derivatives of the Gibbs free energy (e.g., density p and 
entropy S). In contrast, the lambda transition under consideration 
shows continuous functions S(T) and p(T) for specified changes of 
state (e.g., saturated liquid, isobares). Second derivatives of/ however, 
are no longer continuous (e.g., lambda-shaped specific heat). The He 
II free energy density of GCB is written along the line of the 
Ginzburg-Pitaevskii approach [16] for the special case of uniform 
counterflow of normal and superfluid as 

f = fn- a(ps/m) + (/J/2)(ps/m)2 + Psw
2/2 (1) 

(ps superfluid density, m mass of He4 atom, w = J7„ — us, and vn and 
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Fig. 2 "Lambda transition" heat flux density versus temperature difference; 
(squares: liquid thermometer; full circles: solid thermometer); results of Bhagat 
and Lasken from reference [9] 

us denote normal and superfluid velocity, respectively.) Minimization 
of/ for thermodynamic equilibrium [(df/dps)T = 0] at constant T 
yields a superfluid equilibrium state density (A/e = a2/(20) for w -»• 
0, [subscript e]) 

Ps(w) = pse[l - (pse/A/<.)(w2/4)] (2) 

As w -» 0, the equilibrium state value of ps for quiescent He II is re­
covered (ps = Pse)- In equation (1) the Landau phase transition pa-
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rameter may be expressed as is written as (yc condensate fraction PL liquid density) 

and 

a = 2mA/G/ps, 

: 2m2Afe/ps, 

(3) 

(4) 

Other pertinent thermodynamic quantities are rate expressions 
at the limit of the superfluid state. The pertinent product for the 
uniform flow situation described by equation (1) is (psw). This 
function has a maximum (subscript m) [d(wps)/dw = 0] at a relative 
velocity 

> = [(2/3)(«M)]i/2 = 2[Afe/(3Pse)] 1/2 (5) 

Once wm has been exceeded, no stable values of He II counterflow will 
be available. (This situation is to some extent analogous to choking 
in nozzle flow of a compressible fluid.) After insertion of wm and 
equilibrium state parameters into equation (1), we arrive at a nor­
malized free energy density difference 

ifn ~ f)/Afe = 1 - (Pse/&fe)w2/2 + ( p M / A / e ) 2 ( l » / 2 ) 4 

= 1 - (2/3)(io/iom)2 + (l/9)(w/wm)* (6) 

At T = 0 K, wm reaches its largest value wm (0). The related dimen-
sionless free energy difference is (/„ - /)/A/e0 = %. At this limit, / has 
a point of inflection which signals the onset of a thermodynamically 
unstable flow regime beyond wm. One possible reaction of the system 
to application of w > wm would be a "jump" from its last superfluid 
value toward the normal state, provided no other thermodynamic path 
is available. For further insight numerical values of (normalized) free 
energy differences have been obtained for various temperatures from 
the GCB-functions of reference [13]. They are displayed in Fig. 3. As 
the temperature is increased toward T\, the free energy density ap­
proaches /„ more and more. Further, wm decreases to zero, as T -+ 

Several conclusions concerning the free energy may be drawn from 
the present experimental evidence. There has been no support for easy 
accessibility of/„ via a discontinuity. Instead, a temperature increase 
along limiting states of the superfluid He II toward T\ appears to be 
energetically more favorable. Further insight concerning this point 
may be obtained from a comparison of heat flux densities qm(wm) with 
experimental results. 

Comparison of Limiting Transpor t Bates 
In line with the GCB-calculations [13], the maximum transport rate 
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Fig. 3 Qlbbs free energy density difference (normalised with respect to the 
value at T = 0 K as a function of the relative velocity ratio, (wm(Q) = reference 
value at thermodynamic stability limit at T - 0 K; leB He II free energy density 
at T = 0 K) 

(Psw)m = Wm-mWe(pJp)y,PL]1/2 
(7) 

Bhagat, et al. [17] have considered a special transport situation which 
may be expressed in terms of the entropy Sn per unit mass of normal 
fluid {pS = pnSn). If (psw) has a meaningful limit (psw)m the related 
maximum heat flux density is [17] (for wall with vn -*• 0, critical value 
of vs ~»wm) 

(Psw)mSnT (8) 

On the other hand, the simplified GCB-approach considered by 
Linnet, et al. [12] incorporates the approximation (pnlp) ~ (ST) with 
S/S\ = f(T/T\), and Sx = y-Tx [15]. Accordingly, insertion of these 
GCB-fun:tions in equation (8) in conjunction with equation (7) leads 
to a maximum heat flux density for uniform flow 

Hpsw),n = 3-1/2(4/3)7Tx2[A/e(pSe/p)ycpL; 1/2 (9) 

Numerical values of (psw)m are displayed in Fig. 4 for a condensate 
fraction yc = 0.07. This plot shows the monotonic decrease of the 
limiting transport rate toward zero at T —• 7\. Entropy coefficients 
[7-values] from reference [12] are listed in Table 1. The related energy 
(TTX2) 'S shown in the insert of Fig. 4. Despite some apparent quali­
tative agreement the qm—values resulting from (yTx2) and (psw)m 

of Fig. 4 are not in the order of magnitude range of the present ex­
perimental studies. 

A more encouraging agreement (by order of magnitude) appears 
to exist for a certain temperature range of film flow experiments [11]. 
These film data and the theoretical qm—values appear to be upper 
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Fig. 4 Thermodynamic limiting mass transport rates of superflow (per unit 
cross sectional area of channel) as a function of temperature ratio; insert: 
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Saturated 
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0.785 
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0.689 
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bounds for the present q\—results (point B of Fig. 1) and those of 
reference [7], One possible cause for disagreement is the presence of 
convection modes which require an additional energy. This will de­
crease the state of order and (mean) values of wm and qm(u>m)- A 
further reduction in the state of order takes place in the two-phase 
regime (E-D) in which additional mixed convection patterns involving 
He I and He II appear to prevail. 

S u m m a r y 
A new thermal transport function q (AT) indicates for the lambda 

transition from He II to He I in the presence of heat flow the formation 
of He I—domains which impede transport rates, as soon as a limiting 
heat flux has been exceeded. This flux plays a role similar to the peak 
nucleate boiling flux of first order systems for cryo-system coolant 
operations. Details of this lambda curve appeared to have escaped 
attention previously [19,20], as early studies explored He II limits with 
other geometries. 

Theoretical estimates based on thermodynamics appear to be 
consistent with other findings [13]. When uniform flow is imposed, 
the theoretical results appear to be upper bounds to the data. This 
indicates convective motion. The motion is disordered in general. The 
transformation of the phase change due to this motion has been rec­
ognized early for well-defined restricted fluid spaces. The present 
results show in addition that instabilities play an important role in 
geometries more open than the configuration of reference [21], 
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Relationships Among Boundary 
Conditions and Nusselt 
Numbers for Thermally 
Developed Duct Flows 

E. M. Sparrow1 and S. V. Patankar1 

Nomenclature 
Bi = Biot number, her0/k 
h = internal heat transfer coefficient, q/(Tw — Tb) 
h = overall heat transfer coefficient, ql(T„ — Tj) 
he = external heat transfer coefficient, ql(T„ — Tw) 
k = thermal conductivity of fluid in tube 
Nu = Nusselt number, h(2ro)lk 
Nu = Nusselt number, h{2ro)/k 
Pe = Peclet number, u(2ro)/a 
q = local wall heat flux 
R = dimensionless radial coordinate, r/r0 

r = radial coordinate 
/'o = tube radius 
T = temperature 
Ti, = bulk temperature 
Tw = wall temperature 
T„ = temperature of external fluid environment 
u = streamwise velocity 
u = mean velocity 
X = dimensionless streamwise coordinate, (x/ro)/Pe 
x = streamwise coordinate 
a = thermal diffusivity 
i8 = exponent in wall heat flux variation 
8 = dimensionless temperature, equation (6) 
A = bulk temperature gradient, equation (6) 

Introduction 
Thermally developed pipe and duct flows are characterized by a 

heat transfer coefficient which is independent of the streamwise 
coordinate. There are four types of thermal boundary conditions that 
are compatible with the existence of a thermally developed regime. 
They are: 

(a) uniform wall temperature, Tw = constant; 
(b) uniform wall heat flux, q = constant; 
(c) exponential variation of the wall heat flux, q ~e^x; 

(d) convective heat transfer from the external surface of the duct 
to a fluid environment with heat transfer coefficient he and temper­
ature 7\», both of which are uniform. 
Various subclasses of these boundary conditions can be formulated 
if circumferential variations are considered, but attention will be fo­
cused here on thermal boundary conditions which are circumferen-
tially uniform. 

The objective of this paper is to establish the interrelationships 
among the physical problems and results which correspond to these 
boundary conditions. An awareness of some of the interrelations is 
already in evidence in the literature, but nowhere have all of the 
foregoing cases (a)-(d) been tied together. It was felt that a synthesis 
which encompassed all thermally developed flows would simplify both 
analysis and correlation of results and would also have benefits in the 
teaching of duct-flow heat transfer. 

The fully developed heat transfer characteristics for uniform wall 
temperature and uniform wall heat flux have been widely investigated, 
e.g., [I].2 Although note has been taken of how these cases relate to 
the exponential heat flow case, these relationships remain less than 
common knowledge because: 

(i) certain relevant papers have appeared in journals other than 
mainline heat transfer journals [2, 3]; 

(ii) relevant information has often been encapsulated into a single 
short paragraph in otherwise wide ranging papers [4, 5]. 
With regard to the external convection boundary condition, case (d), 
it has, in general, been studied in connection with the thermal en­
trance region, e.g., [6-9]. As a consequence, the fully developed heat 
transfer characteristics have not been investigated in detail and, in 
particular, the relationship between cases (d) and (c), which holds 
the key to the synthesis of all the cases, has not been noted. 

For concreteness, we will be specifically concerned with flow in a 
circular tube, but the general conclusions are applicable to ducts of 
arbitrary cross section provided that circumferential uniformity is 
preserved. Furthermore, to facilitate the numerical work, the flow will 
be taken to be laminar, but the conclusions also carry over to turbulent 
flow. 

Analysis and Results 
The first step in the synthesis is to clearly set forth the interrela­

tionships between cases (a)-(c). It is readily apparent that uniform 
heat flux is a specialization of the exponential variation, case (c), with 
fi = 0. For uniform wall temperature, it will now be demonstrated that 
the wall heat flux distribution is also a special case of the exponential 
variation. From an energy balance for a streamwise length dx and with 
the definition of the local Nusselt number, one has 

mcpdTb = 2q7rr0dx, Nu = [q/(Tw - Tb)](2r0/k) (1) 
1 Department of Mechanical Engineering, University of Minnesota, Min­
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so that 

dTb/(Tb ~ Tw) = -(2Nu/r0Pe)<fa (2) 

where Pe is the Peclet number. If this equation is integrated for uni­
form wall temperature and Nu 9^ Nu(x), it follows that 

(Tw - Tb) ~ e-(2Nu/roPe)x (3) 

Since Nu = 3.657 for laminar flow in an isothermal-walled tube, the 
substitution of equation (3) into the second of equations (1) yields 

-(7.314/r0Pe)x (4) 

which represents an exponential decay with 0 - -7.314/roPe. 
The foregoing observations confirm that there are at least two 

values of the exponent 0 that are relevant to readily identifiable 
physical situations. Furthermore, the Nusselt numbers corresponding 
to exponentially varying heat flux with 0 = 0 and 0 = —7.314/roPe can 
be associated directly with those for uniform wall heat flux and uni­
form wall temperature. 

Attention will now be turned to the thermally developed regime 
for laminar flow in a circular tube which loses heat to (or gains heat 
from) an external environment having heat transfer coefficient he and 
temperature T„. This physical situation, although much more com­
mon in practice than either uniform wall temperature or uniform wall 
heat flux, has received relatively lesser attention in the literature. The 
primary objective of the analysis is to relate the heat flux distributions 
and Nusselt numbers for the external cooling/heating case with those 
for uniform wall temperature, uniform wall heat flux, and the general 
exponential heat flux variation e@x. 

The starting point of the analysis is the energy equation for constant 
property, hydrodynamically developed laminar pipe flow with neg­
ligible viscous dissipation and compression work. In terms of di-
mensionless coordinates R = r/ro and X = (x/Vo)/Pe, the energy 
equation is 

(u/u) dT 

2 dX RdR\ dR/ 
(5) 

For thermally developed conditions, it is appropriate to introduce a 
dimensionless temperature 8 and bulk temperature gradient X as 
follows 

B(R) = (T-Ta,)l(Tb-T„), 

X = -(dTb/dX)/(Tb - T„) (6) 

The essential feature of the thermally developed regime is that 6 is 
a function only of the radial coordinate R. With these, and with the 
Poiseuille velocity profile, equation (5) becomes 

-(1 - R2)\8 = -—( 
~RdR\ 

R^) 
dR/ 

(7) 

With regard to the boundary conditions, let he represent the sum 
of the wall conductance and the external convective heat transfer 

Table 1 Results for the case of external cooling/heating 

Bi X Nu Nu 

0 

0.1 

0.25 

0.5 

1 

2 

5 

10 

100 

*> 

0 

0.3818 

0.8943 

1.615 

2.690 

3.995 

5.547 

6.326 

7.195 

7.314 

4.364 

4.330 

4.284 

4.221 

4.122 

3.997 

3.840 

3.758 

3.663 

3.657 

0 

0.1909 

0.4471 

0.8075 

1.345 

1.998 

2.773 

3.163 

3.597 

3.657 

coefficient, both referred to the inside surface area of the tube wall. 
Then, from an energy balance at r = r0(R = 1), there results 

(de/dRh = -Bifl(l) (8) 

where the Biot number, Bi (=her0/k), plays the role of a prescribable 
parameter. At the tube center line the temperature gradient is fi­
nite. 

The solution of equation (7) subject to the boundary conditions is 
an eigenvalue problem for X which was treated numerically. The re­
sulting X values are listed in Table 1 for the entire range of Biot 
numbers from zero to infinity. Over this range, X increases monoto-
nically from 0 to 7.314. As will now be demonstrated, the numerical 
values of X are directly related to the results for the wall heat flux and 
the Nusselt number. 

The wall heat flux q may be evaluated from Fourier's law, which 
gives 

q = (A/r0)(T„ - Tb)(-d8/dRh (9) 

Since (dd/dR)i is independent of x, the streamwise variation of q is 
proportional to the variation of (Tm — Tb). By integration of the 
second of equations (6), the latter variation is found to be proportional 
t o e ~ x x , so that 

-(X/r0Pe)i (10) 

This heat flux distribution is a subgroup of the general exponential 
variation q ~ e^x where, in accordance with Table 1,0 is confined to 
the range 

-7.314/roPe < 0 < 0 (11) 

Thus, the external cooling/heating case is actually a specialization 
of the general exponential heat flux variation, as are uniform wall heat 
flux and uniform wall temperature. Furthermore, the status of the 
uniform heat flux and uniform wall temperature cases is clearly re­
vealed. In addition to being convenient boundary conditions for 
laboratory research, they are the true limiting cases for external 
convective cooling/heating, respectively, for small and large Biot 
numbers. 

Attention may now be turned to the heat transfer coefficient and 
the Nusselt number. Two definitions of the heat transfer coefficient 
will be examined 

•TV T„ — Tb 
(12) 

Whereas the first of these is the conventional definition for pipe flows, 
it is not very useful for the case of external cooling/heating since both 
q and Tw are unknowns. The second definition is of more direct ap­
plicability since it contains only q as an unknown. The corresponding 
Nusselt numbers are Nu = h(2r0)/k and Nu = n(2ro)/fe. From the fact 
that the heat flow path between the tube fluid and the environment 
is composed of series resistances, the relationship between Nu and 
Nu is readily deduced as 

2/Nu = 1/Bi + 2/Nu (13) 

Values of Nu were evaluated from the relation 

Nu = X/2 

which can be derived by integrating equation (7) across the section 
of the tube and using the definition of the bulk temperature, the di­
mensionless form of which is 

Jo 
2(u/u)8RdR = 1 

Then, the values of Nu were determined from 

Nu = Nu/0(1) 

(14) 

(15) 

equation (15) yields more accurate results for Nu than does equation 
(13) because it avoids the subtraction operation that must be per­
formed in the latter. 
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Numerical values of Nu and Nu are listed in Table 1. Inspection 
of the table reveals that Nu is bounded between the values of 4.364 
and 3.657, which respectively correspond to uniform wall heat flux 
and uniform wall temperature, thereby reaffirming their roles as 
limiting cases. The Nu values of Table 1 not only pertain to the case 
of external cooling/heating, but they are also applicable to the case 
of the general exponential heat flux variation q ~ eBx for the range 
of /? delineated in equation (11). 

The Nu values listed in Table 1 were compared to literature values 
representing the fully developed limits of entrance region analyses. 
In all cases where comparison was possible, excellent agreement was 
found to exist. 

Conc lud ing R e m a r k s 
It has been demonstrated that all the boundary conditions that are 

compatible with the existence of a thermally developed regime are 
tightly interrelated. In all cases, the wall heat flux varies exponentially 
in the stream wise direction. The uniform heat flux and uniform wall 
temperature cases serve as bounds on the heat flux variation and on 
the Nusselt number for convective cooling/heating at the external 
surface of the tube. These characteristics apply both to laminar and 
turbulent flows in circular and noncircular ducts, provided that the 
imposed boundary condition is circumferentially uniform. 

For turbulent pipe flow, the fully developed Nusselt numbers for 
uniform heat flux and uniform wall temperature are nearly identical. 
Since the Nusselt number Nu for the external cooling/heating case 
is bounded between them, it can be regarded as known and no further 
analysis is needed. The overall Nusselt number Nu then follows im­
mediately from equation (13). 

Forced Convection Within 
Straight Noncircular Ducts1 

V. O'Brien2 and L. W. Ehrlich2 

I n t r o d u c t i o n 
Energy conscious Americans today are interested in increasing the 

efficiency of heat exchangers. Theoretical development can precede 
and guide experimental development, particularly when it reveals 
facts unsuspected from prior measurements. For instance, we show 
that fins do not necessarily increase average heat conductance al­
though the heat transfer literature implies the contrary. Our nu­
merical program can ultimately help optimize the design of longitu­
dinal fins. 

Experience with coupled second-order partial differential equations 
[l]3 has been applied to the equations for fully developed convective 
thermal fields within various noncircular straight ducts. The steady 
laminar flow is fully developed, and the velocity solutions are given 
in [2]. Uniform heat input per unit length of duct is assumed, but a 
variety of temperature boundary conditions can be applied at the wall. 
The versatile finite-difference simulations allow consideration of any 
duct, including those with longitudinal fins [3]. 

Mathematically, the linear solutions always exist under the speci­
fied conditions, but exact closed-form analytic solutions have been 
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limited to special sections, which often require computer assistance 
for accurate evaluation. Alternatively we use the computer directly 
in an inexpensive general scheme. The absolute accuracy has been 
established for square and elliptical sections (three or four significant 
figures everywhere for a normalized mesh h = 2 - 6) [2, 3]. 

E q u a t i o n s a n d M e t h o d of S o l u t i o n 
The reduced momentum equation for the parallel steady laminar 

flow is 

/ d2 d2\ 
V 2 u * = ( - + — - ) t i * = - l (1) 

\dX2 dY2/ 
with the nonslip viscous boundary condition at the wall (W) u* | w = 

0. Here, the normalized velocity is u* = u/\ii~1b2dp/dz}; X = x/6; and 
6 is the duct half-height. Neglecting axial heat conduction and fric-
tional heating the normalized fully developed temperature field 
satisfies 

V20* = u* (2) 

where either of two Dirichlet boundary conditions has been consid­
ered, (a) 6* | w = 0 or (b) 8* \ w = f(x, y). One could also consider a 
fourth-order equation 

V40* = - 1 (3) 

which has to satisfy two 8* boundary conditions, one from the velocity 
field and the other the temperature condition [4]. The temperature 
normalization is 

d* = (8 - B'w)l\ct-lii-lbid8ldz dp/dz] 

where 8 is temperature and 8w is the mean peripheral (wall) tem­
perature. 

The pair of equations (1) arfd (2) are solved by finite-difference 
numerical approximation [3]. Briefly, a square grid of mesh h is su­
perimposed on the arbitrary region. The usual five-point difference 
approximation to V2, of 0(h2), is applied to each point not adjacent 
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Numerical values of Nu and Nu are listed in Table 1. Inspection 
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and 3.657, which respectively correspond to uniform wall heat flux 
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surface of the tube. These characteristics apply both to laminar and 
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Experience with coupled second-order partial differential equations 
[l]3 has been applied to the equations for fully developed convective 
thermal fields within various noncircular straight ducts. The steady 
laminar flow is fully developed, and the velocity solutions are given 
in [2]. Uniform heat input per unit length of duct is assumed, but a 
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_ _ _ Uniform peripheral temperature 

•^ J^B- X 

-0.53 
(-0.065) 

Fig. 1 Isotherms (c) for a square duct with parabolic temperature distribu­
tions (a), (b) on the sides (% of duct shown; dashed contours are for uniform 
peripheral temperature) 

to the boundary. Near a curved boundary, a Shortley-Weller ap­
proximation [5] is applied. Boundary mesh values are imposed. The 
resulting system of simultaneous equations is solved by direct method 
using the capacitance matrix approach [6]. 

S o m e F i e l d R e s u l t s 

A An Open (Finless) Square Duct . Our finite-difference so­
lutions have been tested by this duct section where analytic solutions 
exist [3,4]. While the isotherms for the (2a) boundary condition re­
semble the isovels of u*, the isotherms for equation (26) can be con­
siderably different, Pig. 1. The normal temperature gradients at the 
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wall no longer resemble the velocity shear distribution if 0* \ yy # 0. 
Instead of moderate flux input at the centers of the sides of the square 
and none at the corners (with 0* | w 5̂  0), there is a very high flux input 
at the corners and large opposite flux at uhe centers of the sides [3]. 
(Square ducts in square array might have the assumed f(x, y).) 

B A Square Duct With Two Side-Centered Longitudinal 
Fins. Several finned square ducts have been considered, Fig. 2, the 
labels denoting widths and relative lengths of the fins. With uniform 
peripheral temperature (equation 2(a)) (implying infinite conduc­
tivity for the fins), the isotherms resemble the isovels, though the 
maximum velocity (much reduced from the open square) tends to split 
into two peaks displaced from the center of the duct, Fig. 3. The 
temperature extremum tends to remain at the center. The tempera­
ture gradient and velocity shear distributions along the fin surfaces 
and on the rest of the perimeter are rather similar; the highest values 
occur near the tips of the fins. The difference between fin tips and the 
rest of perimeter increases as the fin gets longer for a fixed width of 
fin. 

Assigning temperatures along the fins (equation 2(6);, even though 
6* | w — 0 along the rest of the perimeter, causes considerable change 
in the local isotherm pattern and heat flux extrema (3). 
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Average H e a t T r a n s f e r 
The comparison of overall heat conductance of straight ducts is 

usually on the basis of a Nusselt number Nu based on the hydraulic 
diameter, Dh -• 4A/P where A is flow area and P the perimeter of the 
duct section. In the present notation 

where h is the average conductance, k the thermal conductivity of the 
fluid, u* is the mean u* and 6b* is the (bulk) mixed-mean A'1 

jAu*8*dA. 
Our calculated results equations (1) and (2a) are plotted in Fig. 4, 

the data points on the left representing the finned square ducts. Three 
out of the four configurations show no improvement in average heat 
transfer. For moderate width fins, most Nu are in the range of Nu 
shown by Shah's recent approximate solutions for trapezoidal ducts 
with (Dh/2b) slightly greater than one [7]. For our finned ducts the 
value of (Dh/2b) < 1 so the effect of the extended surface is over­
emphasized by equation (4). 

On the other hand, exact and numerical solutions (for equation 
2(6)) show that there exist perimeter temperature distributions which 
make 0&* = 0 (and thus Nu = <»). This is a physical impossibility but 
it does indicate significant changes in Nu are consistent with non­
uniform peripheral temperature. 

Mean Temperature Difference 
in Odd-Tube-Pass Heat 
Exchangers 

R. Croiier, Jr.1 and M. Samuels2 

N o m e n c l a t u r e 
A = surface area, ft2 

c = tube specific heat, Btu/ lb cF 
C = shell specific heat, Btu/lb°F 
F = log mean temperature difference correction factor, dimension-

less 
L = constant ±1 depending on flow direction, dimensionless 
LMTD = log mean temperature difference, °F 
n = number of tube passes, dimensionless 
P = exchanger effectiveness, dimensionless 
Q = total heat transferred, Btu/hr 
R = heat capacity ratio, dimensionless 
t = tube fluid temperature, °F 
T = shell fluid temperature, °F 
tP = intermediate tube pass temperature, °F 
U = overall heat transfer coefficient, Btu/hr ft2 °F 
w = tube flow rate, lb/hr 
W = shell flow rate, lb/hr 

I n t r o d u c t i o n 

Logarithmic mean temperature difference correction factors (F) 
are required to determine the heat transfer area and thermal stability 
of shell and tube heat exchangers with multiple tube passes. F factors 

1 University of Delaware, Newark, Del.; presently employed by E. I. Du Pont 
de Nemours & Co., Inc., Wilmington, Del. 

2 University of Delaware, Newark, Del. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer 
Division July 19,1976. 

C o n c l u s i o n 
Nonuniform temperature on the periphery of the section has been 

shown to have a significant effect on local heat conductance and 
overall heat transfer. The physics of a "thermally active" fin requires 
matching a heat conduction solution within the wall (fin) material 
and heat convection in the duct. The boundary temperature distri­
bution is determined as part of the solution. The finite-difference 
scheme is being extended to this real situation. 

R e f e r e n c e s 
1 Ehrlich, L. W., "Solving the Biharmonic Equation as Coupled Finite-

Difference Equations," SI AM Journal of Numerical Analysis, Vol. 8,1971, 
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are available in the literature for exchangers with an even number of 
tube passes. Only one geometry, however, with an odd number of tube 
passes has been evaluated. 

The quantity of heat transferred in a heat exchanger is the product 
of the overall heat transfer coefficient, the exchanger area and the 
appropriate mean temperature difference (MTD); that is, Q = UA 
(MTD). For single pass exchangers the shell and tube fluids are in 
either counter or cocurrent flow and the appropriate MTD is the 
log-mean temperature difference (LMTD). In heat exchangers with 
multiple passes the shell and tube fluids are diverted and rerouted 
through the exchanger causing some tubes to be in counter, while 
others are in cocurrent flow. Because of this, the true mean temper­
ature difference lies somewhere between the LMTD values for counter 
and cocurrent flow. 

L i t e r a t u r e 
For heat exchangers with one shell and two tube passes Nagle [l]3 

derived a correction factor (F); which when multiplied by the counter 
flow LMTD gives the true mean temperature difference for the 
multiple pass geometry. He expressed the heat exchanged as: Q = 
UAF (LMTD). (Henceforth, we will denote an exchanger with X shell 
passes and Y tube passes as an X- Y exchanger.) 

For 1-3 exchangers with two passes in counter current flow Fischer 
[2] developed a correlation for F in the form of an infinite series. 
Additional geometries with an odd number of tube passes have not 
been reported in the literature. 

Gardner and Taborek [3] give an excellent summary of the state-
of-the-art as it now exists. 

M a t h e m a t i c a l Mode l and A s s u m p t i o n s 
The governing differential equations defining the heat transferred 

in a single shell, multiple tube pass heat exchanger were integrated 
numerically to determine the tube pass temperature profile, area and 
ultimately F. The following assumptions were employed in this 
work: 

3 Numbers in brackets designate References at end of technical note. 
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tube passes. Only one geometry, however, with an odd number of tube 
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of the overall heat transfer coefficient, the exchanger area and the 
appropriate mean temperature difference (MTD); that is, Q = UA 
(MTD). For single pass exchangers the shell and tube fluids are in 
either counter or cocurrent flow and the appropriate MTD is the 
log-mean temperature difference (LMTD). In heat exchangers with 
multiple passes the shell and tube fluids are diverted and rerouted 
through the exchanger causing some tubes to be in counter, while 
others are in cocurrent flow. Because of this, the true mean temper­
ature difference lies somewhere between the LMTD values for counter 
and cocurrent flow. 
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multiple pass geometry. He expressed the heat exchanged as: Q = 
UAF (LMTD). (Henceforth, we will denote an exchanger with X shell 
passes and Y tube passes as an X- Y exchanger.) 

For 1-3 exchangers with two passes in counter current flow Fischer 
[2] developed a correlation for F in the form of an infinite series. 
Additional geometries with an odd number of tube passes have not 
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of-the-art as it now exists. 
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and equation (5) can be rearranged as: 

-U r , . r ndT 

Fig. 1 Odd pass geometries—shell and tube exchangers 

1 The flow rate of each fluid is constant. 
2 There are no phase changes (evaporation or condensation) in 

the exchanger. 
3 Heat losses are negligible. 
4 The shell fluid temperature is an average isothermal tempera­

ture at any cross section. 
5 There is an equal amount of heating surface in each pass. 
6 The overall coefficient of heat transfer is constant. 
7 The specific heat of each fluid is constant. 
Fig. 1 illustrates a one shell, three tube pass heat exchanger and 

defines the odd tube pass nomenclature that will be used. The fol­
lowing derivation, however, covers any single shell, multiple tube pass 
heat exchanger. 

Let ti, t2, tn represent bulk temperatures in the first, second and 
rath tube passes respectively, and at the same cross section as T (shell 
temperature). For an n tube pass exchanger the tube side heat bal­
ances can be expressed as: 

dA 
wcdti = I/i — ( T - t i ) 

n 

dA 
wcdt2 = -U2— (T - t2) 

n 

and for the nth tube pass 

wcdtn 
dA 

Un — (T-tn) 
n 

Generalizing the preceding equations: 

dA 
wcdti = LiUi — (T-ti) 

n 

(1) 

(2) 

(3) 

(4) 

Where i = 1 , . . . , n and L, is ±1 depending on the direction of heat 
flow. That is, the numerical procedure used in this study requires the 
integration to proceed from left to right which necessitates the alge­
braic sign to change for each tube pass. For example, if the first pass 
temperature decreases then the second pass temperature must in­
crease when integrating from left to right. 

In the incremental area dA the shell temperature changes by —dT. 
Therefore, the shell side heat balance over the area dA is: 

-WCdT= Ui(T-ti) 
dA 

+ U2(T-t2) — + --- + Un(T-tn) — (5) 
n n 

For constant physical properties U is not a function of temperature 

— fdA= r 
wcJ J i 

nT - (ti + tz + .. . + tn) 

where T, t i , t2,...,tn are the dependent variables. 

(6) 

N u m e r i c a l P r o c e d u r e 
To determine the required heat exchanger area, n + 1 coupled 

linear differential equations containing n + 1 unknown temperatures 
must be solved. The heat balance equations were numerically inte­
grated using a Runge-Kutta procedure. To start the integration, all 
tube pass temperatures at one end of the exchanger must be defined. 
(In this study we shall call the temperature at the start or end of each 
tube pass the terminal tube temperature.) Unfortunately, the terminal 
tube temperatures are not initially known and the exchanger area 
must be determined by a trial-and-error procedure. 

The trial-and-error algorithm is detailed in the following para­
graphs. The terminal tube and shell temperatures (Fig. 1) on the left 
end of the exchanger are defined either by initial conditions, that is, 
tube and shell inlet temperatures (ti, 7\) or an initial guess of the 
terminal tube temperature (tP2). The exchanger area is then deter­
mined by integrating the governing equations from left to right in 
fixed increments of area. 

Integration proceeds until the calculated exceeds the actual shell 
outlet temperature (T2). That is, by integrating in fixed increments 
the calculated area is greater than the actual area. To minimize this 
error, the calculated area is reduced by one increment and rerun in 
increments of one square foot. When the actual and calculated shell 
temperatures are equal, the right end terminal tube temperatures are 
equated (tpi). If they are not equal, the initial guess of tP2 was in error 
and must be corrected. 

With a new value of tP2 the integration procedure is repeated until 
a converged solution is obtained. The solution has converged when 
the adjoining right end terminal tube temperatures are equal. 

F is calculated by dividing the area obtained by using the counter 
flow LMTD definition by the integrated area (equation (6)). 

D i s c u s s i o n of R e s u l t s 

Numerical Convergence. The use of 30 integration steps gives 
a calculated area which is only 0.4 percent higher than that obtained 
by using an infinite number of integration steps. This difference is 
well within the required accuracy for heat exchanger sizing and thus 
30 integration steps were used in all subsequent calculations. 

To check the accuracy of the numerical algorithm, computer values 
of F were checked against those predicted by Nagle's analysis. As 
shown in Fig. 2, the comparison is excellent and supports our re­
sults. 

F values—Odd Tube Pass. Fig. 1 defines two geometries with 
an odd number of tube passes. Unlike exchangers with an even 
number of tube passes, exchangers with an odd number of tube passes, 
will have more tubes in either cocurrent or countercurrent flow. "Same 
end" denotes an odd tube pass geometry with more cocurrent than 
countercurrent tube passes. Conversely, "opposite end" denotes an 
odd tube pass exchanger with more countercurrent than cocurrent 
tube passes. 

Fig. 3 shows F as a function of the number of tube passes for three 
different exchanger geometries. For a fixed value of R and P, Fig. 3 
shows F values for an even tube pass, and an odd tube pass with "same 
and opposite" end geometries. The "opposite end" geometry has more 
counter than cocurrent tube passes, and therefore has higher F values 
than the even tube pass exchanger. The "same end" geometry has 
more cocurrent than countercurrent tube passes and, therefore, has 
lower F values than the even tube pass geometry. For a 1-3 exchanger 
the difference between the even and odd tube pass F values (odd-even 
difference) can exceed 5 percent, however, as the number of tube 
passes increase the odd-even difference decreases. That is, as the 
number of tube passes increase the F values for both odd and even 
tube pass geometries approach a limiting value based on an infinite 
number of tube passes. 
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Fig. 3 MTD correction factor as a function of tube pass and exchanger ge­
ometry 

Fig. 4 expands the data presented in Fig. 3 to include additional 
values of R and P. For a 1-3 exchanger, the following F values can be 
obtained from Fig. 3: (1) even tube pass F = 0.805, (2) odd-pass "op­
posite end" (0) F = 0.835, and (3) odd tube pass "same end" (S) F = 
0.760. For R = 3.0 and P = 0.25 these same values can be found in Fig. 
4. Therefore, the data presented in Fig. 4 are for a 1-3 exchanger and 
consist of "S" and "0" pairs of F values overlaid on even tube pass 
curves. 

As shown in Fig. 4, the odd tube pass F values display the same 
functional relationship with R and P as the even tube pass geometries. 
A comparison of "opposite and same" end F values at a given R and 
P value, however, indicates that the odd-even difference is a function 
of R and P. As R and/or P decrease the odd-even difference de­
creases. 

Graphs similar to Fig. 4 were constructed for 1-5, 1-7, and 1-9 
geometries but for brevity are not presented. They displayed the same 
characteristics as the 1-3 geometry except the odd-even difference 
decreased as the number of tube passes increased (see Fig. 3). 

In conclusion it has been shown that except for the one shell-three 
tube pass exchanger (1-3), even pass F values can be used for all odd 
tube pass geometries with a resulting error of less than two percent. 
For the 1-3 exchanger the difference between the odd and even pass 

F values can exceed five percent at large values of R and P and de­
creases as R and/or P decreases. 
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Nomenclature 
c = specific heat 
h0 = volumetric heat transfer coefficient 
k = thermal conductivity 
t = dimensionless time, T/B 
x = dimensionless streamwise coordinate, £/X 
T = temperature 
Tin = temperature at inlet of bed 
va = velocity of air flow 
v = velocity of thermal wavefront, vapaca/pbCb 
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ometry 

Fig. 4 expands the data presented in Fig. 3 to include additional 
values of R and P. For a 1-3 exchanger, the following F values can be 
obtained from Fig. 3: (1) even tube pass F = 0.805, (2) odd-pass "op­
posite end" (0) F = 0.835, and (3) odd tube pass "same end" (S) F = 
0.760. For R = 3.0 and P = 0.25 these same values can be found in Fig. 
4. Therefore, the data presented in Fig. 4 are for a 1-3 exchanger and 
consist of "S" and "0" pairs of F values overlaid on even tube pass 
curves. 

As shown in Fig. 4, the odd tube pass F values display the same 
functional relationship with R and P as the even tube pass geometries. 
A comparison of "opposite and same" end F values at a given R and 
P value, however, indicates that the odd-even difference is a function 
of R and P. As R and/or P decrease the odd-even difference de­
creases. 

Graphs similar to Fig. 4 were constructed for 1-5, 1-7, and 1-9 
geometries but for brevity are not presented. They displayed the same 
characteristics as the 1-3 geometry except the odd-even difference 
decreased as the number of tube passes increased (see Fig. 3). 

In conclusion it has been shown that except for the one shell-three 
tube pass exchanger (1-3), even pass F values can be used for all odd 
tube pass geometries with a resulting error of less than two percent. 
For the 1-3 exchanger the difference between the odd and even pass 

F values can exceed five percent at large values of R and P and de­
creases as R and/or P decreases. 
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Analytical Solutions for Single-
and Two-Phase Models of 
Packed-Bed Thermal Storage 
Systems 
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Nomenclature 
c = specific heat 
h0 = volumetric heat transfer coefficient 
k = thermal conductivity 
t = dimensionless time, T/B 
x = dimensionless streamwise coordinate, £/X 
T = temperature 
Tin = temperature at inlet of bed 
va = velocity of air flow 
v = velocity of thermal wavefront, vapaca/pbCb 
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a = diffusivity, kb/pbCb 
8 = characteristic time 
X = characteristic distance 
P = density 
£ = distance 
T = time 

Subscripts 

a = air (fluid) 
6 = bed (porous or packed solid) 
1 = single-phase model 
2 = two-phase model 
eq = equivalent combined model 

In troduc t ion 
Single- and two-phase models are commonly used to describe the 

dynamic behavior of rock-bed thermal storage systems. The classical 
Schumann two-phase model normally ignores axial conduction while 
the single-phase model is essentially a simple convection—conduction 
representation in which rock and air are at the same temperature. This 
note presents explicit analytical solutions for the response of these 
two models to a step change in inlet air temperature assuming that 
the semi-infinite bed is initially at a uniform temperature. The close 
agreement between the two responses, especially for large time, 
justifies the establishment of a combined equivalent model which 
accounts for both air-rock heat transfer and axial bed conductivity. 
The developed closed-form solutions for the transient response of the 
equivalent single-phase model of a packed bed provide a simple and 
convenient means for estimating the long-term dynamic performance 
of thermal storage systems without resorting to complex computer 
simulations. 

T w o - P h a s e S c h u m a n n Model 
In the usual description of an air-rock packed bed as a one-di­

mensional two-phase linear model, an energy balance is performed 
on each of the fluid and solid phases yielding two coupled partial 
differential equations 

PaCaVa — " = K(Tb - Ta) 
d£ 

(air) 

PbCf 
9Tb 

h»(Ta - Tb) + kb 
d2Tb 

(bed) (1) 

For an air system, it is justified to ignore the thermal capacity and 
conduction terms in the fluid phase equation. In addition, if axial 
conduction in the bed is also neglected (setting kb = 0), the Schumann 
model of a packed bed is obtained [l]2 and is governed by two coupled 
equations normally written in dimensionless space-time variables x 
and t as 

dTa m m dTb 

dx dt 
(2) 

with the introduction of X2 = vapacJhB and 82 = Pbcb/hv as charac­
teristic distance and time, respectively. For the single-blow operation 
in which a semi-infinite bed initially at a uniform reference temper­
ature (chosen here, for convenience, to be zero) is suddenly subjected 
to a unit step of air inlet temperature, the solutions of equations (2) 
can be obtained [3] using Laplace transform methods as 

Tb(x,t)-e-' C e-xI0(2VxJ)dX 

Ta(x, t) = Tb + e-'-tI0(2Vxl) (3) 

where IQ denotes a modified Bessel function of the first kind of zero 
order. Plots of the step responses were given originally by Anzelius 

[2] and Schumann [1], and, for an extended range of variables x and 
t, by Furnas [3]. Other analytical solutions have since been derived 
corresponding to various input conditions [4-6]. 

S i n g l e - P h a s e C o n d u c t i v i t y Mode l 
A single-phase conductivity model can be derived formally from 

the two-phase equations by letting the volumetric heat transfer 
coefficient hv tend to infinity. In this limit, the air and bed tempera­
tures coalesce to the same value T and equations (1) reduce to the 
single equation 

dT dT_ d*T 

dr V <9f ~ " 3£2 (4) 

subject to a Danckwert type of inlet boundary condition, namely dT/d$ 
= (v/a)(T - Tin). The parameter v = vaPaCa/pbCb represents the 
reduced velocity of a purely convective thermal wave and a = kb/pbcb 

is the axial diffusivity of the bed. By introducing \ i = a/u as charac­
teristic distance and #i = a/v2 as characteristic time, the equations 
of the single-phase model can be written in terms of dimensionless 
variables x and t as 

dT dT _d2T 

dx dt dx2 

. , dT 
with — 

dx 

; T - Tin at x = 0 (5) 

The solution of this equation for the unit step response can be shown, 
with the use of Laplace transform methods, to be expressible in the 
closed form 

T(x, t) erfc I -Kwl) + Le-{x-t)V4t 

- - ( 1 + x + t)e-
2 

ix + t\ 
e r f c ( — ) (6) 

in which erfc denotes the complementary error function. Plots of 
equation (6) as shown in Figs. 1 and 2 illustrate the space-time dis­
tribution of temperature inside the packed bed for the single blow 
case. 

C o m p a r i s o n of t h e T w o M o d e l s 
By comparing these plots of equation (6) with those of Furnas [3], 

it can be verified that they are nearly identical. For values of time 
greater than ten, the curves practically coincide; for small values of 
t, the agreement between T of equation (6) and Tb of equation (3) is 
within ten percent; clearly, for small t, Ta differs appreciably from 
T or Tb as expressed by the second equation (3). 

For large values of t, the following approximations hold 

T(x, t) s 0.5 erfc ( ^ ~ F ) (t > 10) (7) 

and, at x = t, 

T s 0.5[1 - (ra3)-1 /2] s Tb ' 

dT 
— s -OM-KX)-1'2 > (8) 
dx 

Ta - Tb s 0 .5(TT*)- 1 / 2 

Equation (7) for the temperature profile may be visualized as con­
stituting one half a complementary error function which moves in the 
x -direction at unity dimensionless velocity (or v actual) and which 
spreads out with increasing time. Equations (8) provide simple 
measures of the location and sharpness of the moving wavefront. 

Clearly the single-phase model of a packed bed is simpler than the 
two-phase Schumann model. The closed-form solution for the tran­
sient step response as given by equation (6) makes it readily adapted 
for obtaining the response to arbitrary time-varying inlet tempera­
tures through the use of convolution techniques. The unit impulse 
and ramp responses can be derived in closed forms by differentiating 
and integrating in turn equation (6) with respect to time so that: 

2 Numbers in brackets designate References at end of technical note. 
Ts(x, t) 

Wt 
-<.x-t)V4t . :erfc( | i i ) (9) 
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TAX, t) •• 
1 , /X — t\ 
- ( 1 + * - t)erfc (——) 
2 \2Vtl 

1 / xl t \ /x + 1 \ 
-l-l + t + xt + — + —) e*erfc ( — - ) 
2 \ 2 2 / \2VtI 

1 
+ -(2 + x + t) Le-{x-t)mt (10) 

Equivalent and Combined Models 
The close agreement between the transient responses of the single-

and two-phase models of a packed bed suggests that they are equiv­
alent and can, therefore, be effectively combined. This equivalence, 
established differently by several authors [7-10], is predicated upon 
a physical interpretation of the heat transfer occurring in a packed 
bed in which the various individual dispersive mechanisms involved 
in stagnant bed conduction, air-rock heat transfer, and internal par­
ticle conduction act separately (i.e., they are statistically independent) 
and can be combined by superposition. In accordance with this view, 
the characteristic distance and time for a combined heat-transfer, 
conductivity model of a packed bed may be defined as the sum of the 

individual characteristic quantities associated with each model so 
that 

Xi + X2 = 
ilea 

'eq 

VaPaCa 

Oeq = 0l + 62 

PbCb keqPbCb 

he, {VaPaCn 
(ID 

where 

1 , h 
K (VaPaCa)2 

••k,,+ 
(VaPaCa)2 

hv 
(12) 

These relations indicate that the effect of conductivity of the bed can 
be included in the Schumann model (this is especially relevant at low 
Reynolds numbers) by introducing the modified heat transfer coef­
ficient /ieq. Similarly, in the single-phase model, the effect of air-rock 
heat transfer can be accounted for by introducing an effective thermal 
conductivity kBq. To account for temperature gradients within the 
rock particles, the value of h„ may be reduced by a factor which in-
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corporates the Biot number such as 1 + Bi/5 proposed by Jeffreson 
[10]. It is of interest to point out that the ratio Xeq/"eq = v and is in­
dependent of both hi, and kt-
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Calculation of Shape Factors 
Between Rings and Inverted 
Cones Sharing a Common Axis 

Inning1 

N o m e n c l a t u r e 
x,y,z = Cartesian coordinates of dAi 
x2, y2, = Cartesian coordinates of point on periphery of surface 2 

22 
l\, mi, = cosines (i.e., direction cosines) of angles between normal 

n\ to dAi and x-, y-, and z-axes, respectively 
s = vertical distance between plane of dAi and cone vertex 

> 0 if cone and plane of dAi do not intersect 
= 0 if cone vertex and plane of dA\ coincide 
< 0 if cone and plane of dA\ intersect 

h = vertical distance between plane of dAi and cone base 
R = radius of cone base 

= (h — s) tan/3 
r = radius of cone in plane of dAx (intersecting case only, s < 

0) 
= —s tan/3 

P 
Pa, Pi 
f 

= radial coordinate in plane of dA\ 
= outer and inner radii of surface 1, respectively 
= distance between dA\ and point on periphery of surface 

2 
= cone vertex half-angle 
= terminator angle defined in equation (5) 
= radius of cone = (z2 - s) tan/3 
= angular position on A 2 with respect to x-axis 

I n t r o d u c t i o n 
In spacecraft thermal control calculations, it is often necessary to 

evaluate shape factors for diffuse radiant-energy exchange between 
a ring and an inverted cone (i.e., a cone whose vertex points toward 
the ring). Such a geometry is encountered, for example, in rocket 
plume-heating analyses. 

Bobco [l]2 used a numerical integration scheme to evaluate the 
shape factor between a differential area on a ring and a cone which 
intersected the plane of the ring. Bobco's results were later extended 
by Edwards [2]. Comparable results for the situation where the cone 
and the plane of the ring do not intersect are not readily available in 
the literature. 

The contour integral method is used in the present analysis to de­
rive a closed-form expression for the shape factor from a differential 
area on a ring to an inverted cone for both the intersecting as well as 
nonintersecting cases. These expressions can then be integrated nu­
merically to obtain the desired shape factors between the cone and 
finite-sized ring. 

Analysis 
Throughout this discussion, surface 2(A2) is considered to be of 

finite size; surface 1 can be either a differential area (dA{) or a fi­
nite-sized ring (Ai), depending on the problem under consider­
ation. 

Sparrow [3] has shown that the shape factor, FdAl-A2> can be ex­
pressed as the sum of three contour integrals in the following man­
ner: 

FdAi-A2 - ^1 1 
(z2 - z)dy2 - (y2 - y)dz2 

+ mi 

2a-f2 

(x2 - x)dz2 - (Z2 - z)dx2 

nJc 

27Tf2 

(yz-y)dx2- (x2~x)dy2 

27Tf2 

where 

f2 = U 2 - x ) 2 - r ( y 2 - y ) 2 + ( 2 2 - 2 ) 2 

(1) 

(2) 

The letter C designates integration around the periphery of surface 
2. For the problem of interest, the normal to dA\ is parallel to the 
z-axis; therefore, t\ = m\ = 0, and n\ = 1. Hence, only the last term 
in equation (1) is nonzero. 

Configuration 1. Cone and P lane of &A\ In tersec t . The no­
menclature for this geometry is illustrated in Fig. 1. Integration 
around the periphery of surface 2 is performed in the counterclockwise 
direction (as viewed from dA{) in four steps, each step corresponding 
to one of the numbered boundaries shown in Fig. 1. For boundary 1: 
x2 = 7 cosu, y2 = 7 sinm, and z2 = (7 - r)/tanp\ For boundary 2: x2 = 
R cosO, y2 — R sinO, and z2 = h. For boundary 3: x2 — 7 cosa>, y2 = 
—Y sinoi, and z2 = (7 — r)/tan/3. For boundary 4: x2 = r cos#, y2 = 
r sin0, and z2 = 0. For all boundaries, x = p, y = 0, and z = 0. Substi­
tution of these expressions for x, y, z, x2, y% and z2 into equation (1) 
results in the following: 

FdAi-A2 '• 
p sin co tan2 /3 
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x,y,z = Cartesian coordinates of dAi 
x2, y2, = Cartesian coordinates of point on periphery of surface 2 

22 
l\, mi, = cosines (i.e., direction cosines) of angles between normal 
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2. For the problem of interest, the normal to dA\ is parallel to the 
z-axis; therefore, t\ = m\ = 0, and n\ = 1. Hence, only the last term 
in equation (1) is nonzero. 
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Fig. 1. Nomenclature for Configuration 1: cone and plane of dA, Intersect 
(s < 0, p > -s fan /9) 

r dy 

y 2(1 + tan2 IS) - 2y(p tan2 0 cos w + r) + r2 + p2 tan2 / 

R r- (R-p cos 8)d8 - r 
2ir J -

» fl2 + p2 + /i2 - 2pfl cos 8 

r /»<•> {r-p cos 8)d8 

2* 
(3) 

-u r2 + p2 - 2pr cos 0 

Configuration 2: Cone and Plane of dA i Do Not Intersect. The 
nomenclature for this geometry is shown in Pig. 2. Here, integration 
around the periphery of surface 2 is performed in the counterclockwise 
direction in three steps, each step corresponding to one of the num­
bered boundaries shown in Fig. 2. For boundary 1: x2 = y cos w, y2 = 
y sin u>, and z2 = (y/tan ft) + s. For boundary 2: x2 = R cos 8, y2 = 
R sin 0, and Z2 = /i. For boundary 3: x2 = y cos a>, y2 = —y sin a>, and 
Z2 = (y/tan /J) + s. For all boundaries, x = p, y = 0, and z = 0. Sub­
stitution of these expressions into equation (1) then yields: 

p sin &) tan2 /? 

»/0 

R dy 

Fig. 2 Nomenclature for Configuration 2: cone and plane of dA 1 do not In­
tersect (s > 0) 

quantity when the cone and the plane of dA\ intersect (i.e., Config­
uration 1). Note that p> —s tan 0 for Configuration 1. 

Integration of equations (3) and (4), a considerable amount of al­
gebraic manipulation, and introduction of the following trigonometric 
identity 

tan(u/2) _ \ A ~cos M" _ \ /Ei s tan/3 

1 + cos oi p — s tan /3 

leads to the following expressions for FaAi-Af 
Configuration 1: Cone and Plane of dAi Intersect. 

(6) 

sin/3 _, T, . . / l + tan2/3 1 

+ - t a n _ 1 

(ft 

I " . . / p - s t a n / T j 

L p + s tan /3 J 

s)2 tan2 /3 - p2 - /x2 

7T V[(/i - s ) 2 tan2 /? + p2 + ft2]2 - 4p2(/i - s)2 tan2 /3 

[(/i - s) tan /3 + p]2 + h2 /p + s tan 0\ 
Xtan K I + p]2 + ft2 /p + s tan )3\ I 

••-p\2 + h2'\p-s tan B/\ [(h - s) tan p-p\2 + h2 \p - s tan /?, 

Configuration 2: Cone and Plane of dA\ Do Not Intersect. 

(7) 

o y 2 ( l + tan2 0) - 2y(p tan2 /3 cos a> - s tan /3) + (p2 + s2) tan2 / 

R ru (R - P cos 8)d8 

2TT 
(4) 

« s i n ^ f _, r , „ / l + t a n 2 / 3 ] 

*"*'* = T^ — I*8" L* V p 2 - S
2 t a n 2 / J 

LS V p 2 - s 2 t a n 2 / 3 j l 

fl2 + p2 + h2 - 2pR cos 0 

The visible portion of A2, as seen from dAi, is defined by the ter 
minator angle, to which is given by [1]. 

-* tan ,8 

- tan" 1 

p" - s 2 t a n 2 / 

s ) 2 t a n 2 / 3 - p 2 - / i 2 

irV[{h- s)2 tan2 /3 + p2 + ft2]2 - 4p2(/i - s)2 tan2 0 

-l / ~ * t a n ^ 
Xtan" 

(5) w \(h - s) tan 0 + p]2 + h2 /p + s tan 0' + P\* + n* /p 

-p]2 + h2'\p I)} (8) 

Equation (5) applies to both configurations under consideration 
provided that s, the separation distance, is considered a negative 

[{h - %) tan p-p]2 + h2 \p - s tan (3, 

Note that both equations (7) and (8) yield the same expression for the 
condition s = 0, that is, when the cone vertex lies in the plane of 
dAt. 
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Fig. 3 Shape factors from a differential area to an Inverted cone, jS = 10 
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Fig. 4 Shape factors from a differential area to an inverted cone, 8 = 20 
deg 

Results and Discussion 
Consider Configuration 1 (intersecting case) for the condition p = 

- s tan 8. For this special case, it is seen that equation (7) reduces 
to 

lim FdAi-A2
 : 

*—s tan/? 

1 
[1 + sin 8] (9) 

Now consider Configuration 2 (nonintersecting case) for the condition 
p < s tan 8. For this special case, tu = ir, and equation (8) reduces 
to 

FdA \-M 

-\[ 1+-
(h - s)2 tan2 8-p2-h2 

V[(h - s)2 tan2 B + p2 + fi2]2 - ApHh • s)2 tan2 8 J 

(10) 

which is the familiar expression for the shape factor from an off-center 
differential area to a circular disk (i.e., the cone base). 

Typical shape factors from a differential area to inverted 10 and 
20 deg cones are shown in Figs. 3 and 4, respectively. Here, the pa­
rameter s l(h — s) is the ratio of the separation distance to the vertical 
distance between the vertex and base of the cone, and the abscissa is 
the ratio of the radial coordinate of dA\ to the radius of the cone 
base. 

For s > 0 and 0< p <s tan 8, the shape factor from dAi to the cone 
is numerically equal to the shape factor from dAi to the cone base, 
because both subtend the same solid angle as seen from dA\. When 
p> s tan 8, the shape factor from dAi to the cone at first increases 
(because the solid angle subtended by the cone increases), passes 
through a maximum, and then decreases with p. As the separation 

distance is increased, the shape factor decreases. 
For s < 0, the shape factors decrease quite rapidly with distance 

from the cone surface. This rapid decrease becomes more severe as 
8 is increased. Note that the cone and the plane of dAi intersect at 
p = —s tan 8 and that the shape factor is a maximum at this point. (A 
value of p < — s tan 8 would place dAi inside the cone, which is not 
the case under consideration here.) 

For s = 0, it is seen that the shape factor is discontinuous at p = 0. 
This is due to the step increase in the solid angle subtended by the 
cone as p is increased from zero. 

Shape factors between cones and plane annular rings of finite size 
can be determined by integrating equations (7) or (8) in the following 
manner 

2 rpo 
FAi-A2 - ~7 Z I pFdAt-A? dp (11) 

P0 - Pi *> Pi 

Because of the complex integrals involved in equation (11), integration 
is most easily performed through use of numerical methods such as 
Simpson's rule. 
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A Residual Method With 
Lagrange Multipliers for 
Transient Heat Conduction 
Problems 

T, R. Tauchert1 

I n t r o d u c t i o n 

Methods of weighted residuals [1-3]2 including the well-known 
Galerkin technique have been used extensively for obtaining ap­
proximate solutions to stationary heat conduction problems. Least-
squares procedures, reviewed recently by Eason [4], have been em­
ployed also in the case of transient, linear conduction. A difficulty 
often encountered in applying interior residual methods involves 
selecting basis functions which satisfy boundary conditions. The 
purpose of this note is to describe a least-squares residual method 
which incorporates Lagrange multipliers for satisfaction of both initial 
and boundary conditions. The approach is valid for problems of 
transient conduction in anisotropic, initially nonhomogeneous and 
temperature-sensitive bodies of one or more dimensions. 

G e n e r a l F o r m u l a t i o n 

The differential equation, initial condition, and boundary condition 
governing heat conduction in an anisotropic body occupying the 
bounded region D + B may be expressed, respectively, as 

{krsTiS);r -a — = -Q(xk, t) in D, t > 0 (1) 
dt 

T = F(xk)mD,t = 0 (2) 

nrk
rsTtS + hT = hG{xk, t)onB, t > 0 (3) 

where the thermal conductivity tensor krs and the heat capacity a may 
vary with position Xk and temperature T. 

We seek an approximate solution of the general form 

f(xh x2,...,t) 

= £ £ • • • £ Cu... ,*,•«>(*!)*/»(*,!) . . . Mt) (4) 
i i I 

where $, ( 1 )Ui), * / z ) U2) , • • •, tytit) represent an arbitrary number 
of preselected linearly independent functions. In contrast to other 
interior methods of weighted residuals we do not require that these 
trial functions satisfy identically conditions (2) and (3). However, 
known information on the temperature response for the problem of 
interest or for a similar problem can often be used to advantage in 
selecting appropriate trial functions. 

It is assumed that the nonhomogeneous terms F(xk) and G{xk, t) 
in equations (2) and (3) can be represented by truncated power series 
as 

F(*k) = £ £ • • • K. . .*i ( 1 )(*i)*y ( 2 ,(*2) • • •] (5) 

G(xk, t) = £ £ . . . £ [by... t$it»(xi)*jWM . . . Mt)] (6) 
' i t 

Substitution of equations (4)-(6) into conditions (2) and (3) yields, 
respectively, two sets of restrictions upon the coefficients Cy . . . e, say 
fij... = 0 and gi...t = 0. These restrictions could be used to eliminate 
certain of the undetermined coefficients from the assumed solution 
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(4). However the algebra involved in the elimination process often 
becomes extremely involved, and so instead we employ here the 
method of Lagrange multipliers. We, therefore, introduce a functional 
E defined as 

£=x:x[^>-4H2d™ 
+ LZ-.-*y...fii... + Z...i:m...igi...t (7) 

i j i t 
where Xy... and m...t are the Lagrange multipliers for the constraint 
conditions fij... = 0 and gi...e = 0, respectively. Thus the square of 
the residual of the differential equation has been integrated over the 
region D and over the time interval 0 < t < to, where to is an arbitrarily 
chosen upper limit; clearly t0 should be at least as large as the largest 
time of interest in the particular problem. For an approximate solu­
tion which satisfies the initial and boundary conditions and has a 
least-squared error, we require that 

dCrs...u d\rs... dnr...u 

In the case of a body with material properties which are independent 
of temperature, (8) represents a system of n + m linear algebraic 
equations in the n coefficients C;/.. ,e and m Lagrange multipliers. 
For temperature-sensitive materials the system is nonlinear in the 
coefficients Cy...^. 

N u m e r i c a l E x a m p l e 
As a simple illustrative example, consider the heat flow in a slab 

(0 < £ < 1) of material having a conductivity which varies linearly with 
temperature. The slab is assumed to have zero initial temperature; 
thereafter, the temperature on face f = 0 remains zero, while the 
temperature on f = 1 increases to unity. The associated boundary 
value problem may be written in terms of dimensionless quantities 
as 

±r ( 1 + M 0 q_*r. o o) 
6>£L 3f J dt 

T(f, 0) = T(0, t) = 0, T( l , t)=l- e-W (10) 

Here the constant fty may be assigned a very large finite value if one 
wishes to approximate an instantaneous temperature rise on f = 1 at 
t = 0 . 

For an approximate solution we let 

m ^ E E C ^ i e - w (ID 
J e 

in which case (8) leads to a system of equations of the general form 

L E L L L L ^suijkemn^ij^ke^mn T " L L L L &suijht'*Jij(Jke 
i j k g m n i j k t 

+ EEF s u i jCi j + E G u j \ s + E J W u = o (12) 
i j j e 

where the quantities Dmijkemn, Emijkt, • • •, HS( are easily determined. 
The coefficients Cij and the Lagrange multipliers \s and nu are found 
by solving these nonlinear algebraic equations. An efficient Fortran 
program for this purpose is the Harwell Subroutine NS01A.3 

Numerical results were computed first for the limiting case of a 
temperature-independent conductivity (b = 0). Approximate tem­
perature profiles, obtained using 12 coefficients Cje(j = 1, 2, 3 and 
fie = 0,7r2,4-n-2,800)4 and to = 0.5, are compared with the exact solution 

3 Harwell Subroutine Library, Atomic Energy Research Establishment-
R.5947, Harwell, England, 1968. , 

4 The values of 0e used in the approximate solutions for both the tempera­
ture-independent and temperature-dependent cases were taken equal to the 
lowest three characteristic roots (0,7r2,4ir2) of the exact solution for the tem­
perature-insensitive problem. Also ftv was arbitrarily taken equal to 800. 
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to satisfy initial and boundary conditions, it has been possible to select 
very simple basis functions for the assumed solution. Applications 
of the present formulation to transient heat conduction problems 
involving more than one spatial coordinate have been carried out with 
similar success. 
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The Effect of Surface Suction on 
Condensation in the Presence of 
a Noncondensable Gas 

Fig. 2 Temperature profile for a slab in which the thermal conductivity varies 
li..early with temperature 

I. Antonir1 and A. Tamir2 

Nomenclature 
C = air concentration in the bulk of the steam, percent mole 
hx = local overall heat transfer coefficient, cal/s-cm2 — °C, qx/(T„ 
_-T) 
h = mean overall heat transfer coefficient, cal/s-cm2 — °C, X"hx/n 
hmin - corresponds to h in the absence of surface suction 
m = steam condensation rate, g mole/s 
ms = steam suction rate, g mole/s 
n = number of observations per run 
p = total pressure, mm Hg 
qx = local condensation flux, cal/cm2-s 
To = water temperature at spray nozzle outlet, °C 
T„ = steam bulk temperature 

T = local average temperature in the transverse section of the sheet 
[4], °C 

Introduction 
The phenomenon of the presence of small quantities of a noncon­

densable gas in a condensing vapor is well known. During condensa­
tion, the noncondensable gas tends to accumulate at the condensation 
surface and reduce the heat transfer drastically [l].3 There exists a 
technical difficulty in eliminating the small quantities of a noncon­
densable gas and hence the significance of developing means to im­
prove the condensation rate in the presence of a noncondensable 

(based upon PM = ») to this problem in Fig. 1. The agreement is seen 
to be quite good, particularly for values of time t > 0.01. When addi­
tional terms (/ = 4 , . . . ; 0/ = 9ir2 , . . . ) were included in the approxi­
mate solution (11), or when to was increased (to = 1) the computed 
temperature distributions changed only slightly. 

In the case of a material having a conductivity which varies linearly 
with temperature, b = 1, the exact steady-state solution to the fore­
going problem is given by T = V l + 3f — 1. Fig. 2 provides a com­
parison between this exact distribution and the approximate solution 
evaluated at a large time, t = 0.5. The values of j , @e. and to given 
earlier were used in this example also, and good agreement between 
the two solutions again is observed. 

In conclusion it is noted that by employing Lagrange multipliers 

The present study investigates the technique of local surface suction 
where a mixture of steam and air is continuously sucked from the 
vicinity of the condensing surface. A theoretical study by Tamir and 
Taitel [2] where the suction rate was inversely proportional to the 
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to satisfy initial and boundary conditions, it has been possible to select 
very simple basis functions for the assumed solution. Applications 
of the present formulation to transient heat conduction problems 
involving more than one spatial coordinate have been carried out with 
similar success. 
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to be quite good, particularly for values of time t > 0.01. When addi­
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mate solution (11), or when to was increased (to = 1) the computed 
temperature distributions changed only slightly. 

In the case of a material having a conductivity which varies linearly 
with temperature, b = 1, the exact steady-state solution to the fore­
going problem is given by T = V l + 3f — 1. Fig. 2 provides a com­
parison between this exact distribution and the approximate solution 
evaluated at a large time, t = 0.5. The values of j , @e. and to given 
earlier were used in this example also, and good agreement between 
the two solutions again is observed. 

In conclusion it is noted that by employing Lagrange multipliers 
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Fig. 1 Fan-shaped sheet and suction device

square of the distance along the condensing surface (2) showed a
significant improvement in the condensation rate of steam by suction
of small quantities of steam-air mixtures. An additional objective of
this work is to explore theoretical predictions concerning the effect
of the total pressure on the heat transfer in the presence of noncon­
densables.

Principles of the Experimental Method, Its Precision
and Treatment of the Data

The effect of the surface suction is studied by measuring the local
overall heat-transfer coefficients, hx , to a fan.shaped sheet of water
(Fig. 1 (A)) in direct contact condensation of steam on its surface in
the presence of noncondensables. hx combines both the conduction
resistance in the liquid and the gas-side resistance. The thin laminar
sheet with a continuously decreasing thickness is generated when
water flows through a special spray nozzle B. Illumination of the sheet
by a monochromatic light produces interference lines [3, 4] with
changing density dependent on the sheet thickness due to conden­
sation. The thickness variation can be translated to hx . A detailed
description of the flow in a fan-shaped sheet, its characteristics, and
the theory of the interferometric determinations of hx are given in
references [3-5]. The apparatus used in a previous steam condensation
study (4) was adapted for this work. Modifications which are detailed
in [51 were made in order to apply surface suction and measure the
air content of steam. Surface suction is performed perpendicular to
the sheet surface by means of two stainless steel arms C located
symmetrically at both sides of the sheet and parallel to it. Two holes
of 0.0306 cm2 each were made at the inner face of the suction tubes
(blocked at both ends). The latter were mounted on a device D which
made it possible to regulate the distance between the arms and their
position with respect to the nozzle outlet. The distance between the
arms was fixed at 1.3 mm. This was found to be the minimal distance

Journal of Heat Transfer

which did not cause any distortion of the sheet. The suction arms were
nearest to the nozzle exit B less than 5 mm because the nonconden­
sable accumulation at this region is the highest which would require
minimum suction rate. The distance was determined' from an inter­
ferogram by means of a microscope. The determination of the suction
rate is carried out by passing air-steam mixtures through a rotameter
by means of which the suction rate is maintained constant. In prin­
ciple, the amount of steam in the mixture is measured by its con­
densation in trap cooled by liquid nitrogen and the air is determined
by measuring the change of the pressure in a bulb due to the intro­
duction of the air into it. Air content in the bulk of the steam is simi­
larly determined by sucking air-steam samples through an 8-mm dia
pipe E located at about 100 mm from the water sheet A. Repeated
analysis gave results in agreement between 2 and 5 percent where the
higher figure corresponds to the lower air concentration (1.16 percent
in mole fraction).

An experimental flm usually yields five interferometric photo­
graphs each providing 15-40 local values of hx and hence each run
provides 100-200 local values. The use of the interferometric tech­
nique for determining hx dictates limitations on the operating vari­
ables. The net effect is that the measurements are confined to a nar­
row range of distances from the nozzle. An analysis of the propagation
of errors which has been carried out [5) yielded that t:.hx/hx is in the
order 0.3. This is not unusual in the determination of local heat
tran~fercoefficients. The major conclusion drawn by considering the
random scatter of hx in a run and the aforementioned facts is that each
run may be reliably described by a single value of the mean overall
heat-transfer coefficient ii.

Results and Discussion
Table 1 summarizes the operating conditions and the maximum

values of ii obtained in the presence of suction. The rest of the values
appear in Figs. 3 and 4. In all the experiments the water flowrate was
kept at 2.42 g/s corresponding to a sheet velocity of 2050 cm/s. The
detailed results are given in [5].

Fig. 2 demonstrates the effect of the air concentration in the steam
on the mean overall heat transfer coefficient at three levels of steam
pressures and in the absence of surface suction. The prominent ob­
servation is that at constant air concentration ii decreases with a de­
crease in the total pressure. In other words, the effect of the noncon­
densable gases is enhanced toward low pressures which is consistent
with the theoretical result first predicted by Sparrow and Lin [1).

Fig. 3 demonstrates the effect of the local surface suction on Ii. at
various constant levels of air concentration. The major conclusion
drawn is that there is a remarkable increase in the heat transfer
coefficient due to surface suction. Table 1 shows the ratio between
the maximum heat transfer coefficient ii, usually obtained at the
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Fig. 2 Mean overall heat transfer coeffIcients as a function of air concen­
tration In the absence of surface suction
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Table 1 Summary of operating conditions and the main results 

c 
percent mole 

1.16 

1.54 
1.67 

2.24 

2.57 

P 

mm Hg 

508 
376 
154 
386 
516 
376 
196 
376 
196 
516 
376 
196 

7\» 

°C 

89 
80 
62.5 
83 
89 
81 
65.7 
79.5 
64.9 
89 
81.5 
65.6 

To 
°C 

42 
36.5 
32.5 
38 
42 
41 
33.2 
36.5 
33.5 
40.7 
35.8 
34.0 

ms X 104 

mole 
s 
8.6 
9.4 
7.4 

12.4 
7.9 

23.8 
6.3 
4.8 
7.3 

13.1 
11.3 
6.8 

" m a x 

cal 
cm2 s °C 

8.68 
9.21 
8.01 

13.63 
8.84 

13.14 
9.54 
9.60 

10.51 
11.33 
9.81 
9.18 

_ 
^ m a x 

" • m i n 

1.54 
2.01 
2.47 
3.13 
1.58 
2.68 
2.24 
2.29 
3.50 
2.14 
2.50 
2.47 

m, 
1 ms + m 

6.84 
7.98 
9.04 
9.95 
6.35 

19.31 
7.21 
4.31 
8.53 
9.82 
9.07 
7.94 

100 

higher suction rate to the minimal value, /imm, obtained in the absence 
of suction. The ratio varies between 1.5 and 3.5, indicating the high 
efficiency of surface suction. The corresponding percentage of steam 
suction rate from the total main flow of steam reaching the condensing 
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transfer. It is quite evident that a change in the interfacial tempera­
ture would be caused by a change in the noncondensable concentra­
tion at the condensing surface. This can be achieved by affecting the 
rate of removal of the noncondensable gases from the interface. Ac­
cording to the mechanism suggested by Sparrow and Lin [1], the re­
moval of the noncondensable gases from the interface is achieved by 
diffusive flow to the bulk of the vapor. As demonstrated in the present 
investigation, this flow can be enhanced by superposing a convective 
component in the form of surface suction. 

Concluding R e m a r k s 
The experiments indicate that local surface suction is very efficient 

and that heat transfer coefficients may be increased by a factor of 
1.5-3.5 by the application of surface suction. It is also shown that in 
the absence of surface suction, the effect of the noncondensable gas 
is enhanced toward low pressures, which is consistent with previous 
theoretical predictions [1]. 
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Free Convection Effects on the 
Stokes Problem for an Infinite 
Vertical Plate 

V. M. Soundalgekar1 

An exact analysis of Stokes'problem (also Rayleigh's problem) for 
the flow past an impulsively started infinite vertical plate is pre­
sented. The effects of externally heating or cooling the plate by free 
convection currents are studied. It is observed that the velocity de­
creases due to more heating of the plate and increases due to more 
cooling of the plate. The skin friction increases due to greater heating 
of the plate and decreases owing to greater cooling of the plate. More 
cooling of the plate may cause reverse type of flow near the plate in 
the case of air. 

N o m e n c l a t u r e 

Cp = specific heat at constant temperature 
g = acceleration due to gravity 
G = Grashof number (<#/3 (TJ - TJ)/U0

3) 
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K = thermal conductivity 
P = Prandtl number (tiCp/K) 
T' = temperature of the fluid near the plate 
TJ = temperature of the fluid at infinity 
Tw' = temperature of the plate 
t = dimensionless time (£'(/n2/V) 
t' = time 
u = velocity of the fluid (u'/C/o) 
t/o = velocity of the plate 
x', y' = coordinates along and normal to the plate 
x, y = dimensionless coordinates (y = y'Uv/v) 
v = kinematic viscosity 
f} = coefficient of volume expansion 
r, = yllVt 
p = density 
6 = dimensionless temperature (V - TJ/(TJ - TJ)) 
T' = skin friction 
T = dimensionless skin friction 
erfc = complementary error function 

1 I n t r o d u c t i o n 
The flow of an incompressible viscous fluid past an impulsively 

started infinite horizontal plate, in its own plane, was studied first by 
Stokes [l] .2 It is also known as Rayleigh's problem in the literature. 
Because of its practical importance, it has been extended to bodies 
of different shapes by a number of researchers. Amongst them are 
Illingworth [2], Stewartson [3], Hall [4], and Elliott [5]. Illingworth 
considered the flow of a compressible gas with variable viscosity near 
an impulsively started vertical plate and the problem was solved by 
the method of successive approximation. Elliott generalized Illing-
worth's problem by assuming a time-dependent velocity and tem­
perature for the plate, but neglected the viscous dissipative heat. 
However, in both these papers, only mathematical results were de­
rived and no physical situation was discussed. In fact, in such types 
of problems, from the engineering point of view, the physical aspects 
are very important. In the remaining two papers, the flow past an 
impulsively started semi-infinite horizontal plate has been considered. 
Stewartson studied it by analytical methods, whereas Hall analyzed 
the problem by finite-difference method. 

So in order to present the physical situation of the flow past an 
impulsively started infinite vertical plate, we have again considered 
the problem for incompressible fluid with constant properties. 

Now in this type of flow, we can consider two physical situations: 
(1) the temperature of the plate is the same as that of the fluid ex­
tended to infinity; (2) the plate temperature differs from the tem­
perature of the fluid at infinity. The second case is more important 
from both the physical and practical point of view. If the difference 
between the plate temperature Tw' and that of the fluid at infinity 
TJ, viz. TJ — TJ is appreciable, then free convection currents are 
induced in the vicinity of the plate. Such a physical situation has not 
been studied in the literature and hence it is presented here. This 
problem has a variety of physical applications, e.g., filtration pro­
cesses, the drying of porous materials in textile industries, etc. 

M a t h e m a t i c a l A n a l y s i s 
Here x'-axis is taken along the infinite plate, in the vertical direction 

and the y'-axis is taken normal to the plate. Initially, the temperature 
of the plate is the same as that of the fluid. At time t > 0, the plate 
starts moving impulsively in its own plane with a velocity f/o, and its 
temperature is instantaneously raised or lowered to TJ which is 
thereafter maintained constant. All the fluid properties are assumed 
constant except that the influence of the density variation with 
temperature is considered only in the body force term. Then the flow 
is governed by the following system of nondimensional equations: 

2 Numbers in brackets designate References at end of technical note. 
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Stokes [l] .2 It is also known as Rayleigh's problem in the literature. 
Because of its practical importance, it has been extended to bodies 
of different shapes by a number of researchers. Amongst them are 
Illingworth [2], Stewartson [3], Hall [4], and Elliott [5]. Illingworth 
considered the flow of a compressible gas with variable viscosity near 
an impulsively started vertical plate and the problem was solved by 
the method of successive approximation. Elliott generalized Illing-
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However, in both these papers, only mathematical results were de­
rived and no physical situation was discussed. In fact, in such types 
of problems, from the engineering point of view, the physical aspects 
are very important. In the remaining two papers, the flow past an 
impulsively started semi-infinite horizontal plate has been considered. 
Stewartson studied it by analytical methods, whereas Hall analyzed 
the problem by finite-difference method. 

So in order to present the physical situation of the flow past an 
impulsively started infinite vertical plate, we have again considered 
the problem for incompressible fluid with constant properties. 

Now in this type of flow, we can consider two physical situations: 
(1) the temperature of the plate is the same as that of the fluid ex­
tended to infinity; (2) the plate temperature differs from the tem­
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TJ, viz. TJ — TJ is appreciable, then free convection currents are 
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The nondimensional quantities are defined in the Nomenclature. 
By usual Laplace-transform technique, the solutions are as fol­

lows: 

Table 1 Values of skin friction 
p 

0.71 

7.0 

Git 
2 
4 
5 

- 2 
- 4 
- 5 

2 
4 

- 2 
- 4 

0.2 

0.7130 
0.1640 

-0.1122 
1.8046 
2.3599 
2.6158 
0.8834 
0.7572 
1.5144 
1.7663 

0.4 
0.1134 

-0.6111 
-1.0517 

1.5495 
2.3832 
2.8353 
0.5238 
0.1047 
1.3095 
1.5314 

For P * 1, 

0 = erfc (i/VP) 

ct r 
u = erfc (JJ) + —— (1 + 2V

2) erfc (v) 

(4) 

- (1 + 2»/2P) erfc (VVP) - ^L (e-„a _ Vpe-P„2pl (5 ) 
V 7T J 

and for P = 1, 

•• erfc (j,) + Gt r ^ = ^e-"2 - 2V
2 erfc („) 1 (6) 

The velocity profiles are shown in P'ig. 1. The free convection currents 
are in existence due to the temperature difference Tw' — TJ and 
hence Tw' — TJ may be positive, zero, or negative. Therefore, the 
Grashof number G(= vgP(Tw' — 7V)/Uo3) will assume positive, zero, 
or negative values. From the physical point of view, G < 0 corresponds 
to an externally heated plate as the free convection currents are car­
ried toward the plate. Then G > 0 corresponds to an externally cooled 
plate and G = 0 corresponds to the absence of the free convection 
currents. 

The velocity profiles for P = 0.71 are shown in Fig. 1. We conclude 
from this figure that greater cooling of the plate causes a rise in the 
velocity and greater heating of the plate causes a fall in the veloci­
ty. 

Physically, the increase or decrease in the velocity owing to cooling 
or heating of the plate can be explained as follows. 

In the process of externally cooling the plate, the free convection 
currents travel away from the plate. As the fluid is also moving with 
the plate in the upward direction, the free convection currents tend 
to help the velocity to increase. But in the case of heating of the plate, 
as the free convection currents are traveling toward the plate, the 
motion is opposed by these currents and hence there is a decrease in 
velocity. 

From (4), we conclude that there is a fall in temperature of fluid, 
with increasing Prandtl number. 

Knowing the velocity field, we can now calculate the skin friction 
which is given by 

: T V p W = - ^ 
\dy/y=o 

(6) 

From equations (5) and (6), T has been calculated and its numerical 
values are entered in Table 1 for P = 0.71 and P = 7 and for both G 
% 0. It is interesting to note that greater cooling of the plate causes 
a fall in the skin friction for air and when G = 4, t = 0.4, the value of 
the skin friction becomes negative which shows that after some time 
there occurs a reverse type of flow near the moving plate. Physically 
this is also true as the motion of the fluid is due to plate moving in the 
upward direction against the gravitational field. Thus it can be ex­
pected that even at small time value, more cooling of the plate (G > 
4) may cause separation of the flow. However, when the plate is being 
heated by free convection currents, (G < 0) and when G is small, there 
is a fall in the value of skin friction when time increases. But greater 
heating of the plate causes a rise in the value of skin friction for air 
and skin-friction increases as time increases. 

In the case of water, though the skin friction decreases owing to 
greater cooling of the plate by the free convection current, the rate 
of decrease is not so high as in the case of air, and hence, for G > 0, the 
separation may be expected after a long time as compared to the one 
in the case of air. Owing to greater heating of the plate, there is a rise 
in the value of skin friction though the rate of increase is not so high 
as in the case of air. 

But it is important to note that the skin friction is higher when the 
plate is being heated by the free-convection currents than when it is 
cooled by free convection currents. 

Knowing the temperature field, we now study the rate of heat 
transfer. In terms of the Nusselt number, it is defined by 
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ERRATUM 

Erratum: Tsai-tse Kao, "Non-Fourier Heat Conduction in Thin Surface Layers," published in the May 1977 issue of the JOURNAL 
OF HEAT TRANSFER, pp. 343-345. 
Equation (13) should read: 

0(S,p) = -e-«/2[<+V(*+4(p*+2p)J 
p 

All capital P's in equations (17), (18), (19), (25), (26) and (28) should be lower case. 
Equation (27): e~</26 should be e _ i f / 2 

The X sign should remain in the last line only. 
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1' I discussion 
i 

Analysis of Conduction-
Controlled Rewetting of a 
Vertical Surface1 

M. E. gawan,2 H. M. Temraz,3 and G. M. Zaki.3 The authors 
presented an analysis for the rewetting of a vertical slab assuming wet 
and dry regions only and a constant heat transfer coefficient. They 
also considered that conduction takes place only in a thin layer in the 
slab surface for large Peclet numbers. However this is accepted if 
Region V is small compared to the slab half thickness, 8. The boundary 
condition that 0 —• 0 as y —• °° (equation (37)) does not guarantee that 
the temperature gradient is zero at y = 8 as required by symmetry 
unless Region V is very small compared to 8. However, Thompson4 

showed that Region V may reach 40 percent of 8 and dependence on 
the initial temperature. 

The authors found a deviation of 20 percent between their model 
and the numerical solution of Coney [9], and claimed inadequacy of 
Duffey's results. We think that comparison between Duffey's analysis 
[5] and experimental data in Fig. 6 of reference [5] shows reasonable 
agreement. The agreement between the experimental data and any 
theoretical model is possible provided that a proper value for the heat 
transfer coefficient is used. No accurate or direct measurements for 
the heat transfer coefficient during the rewetting process are available. 
We have investigated this point obtaining a correlation for the heat 
transfer coefficient h which gives good agreement of available ex­
perimental data with the model of Duffey. Therefore, we think that 
the mathematical models for the rewetting process should essentially 
define the value of the heat transfer coefficient to be used in con­
junction with the model. 

The authors obtained two formulas, equations (50) and (52), for 
low and high Peclet numbers and established a continuous function 
for the whole range of Peclet numbers. This expression, equation (53), 
is one of an infinite number of smooth functions satisfying both limits 
of equations (50) and (52). No systematic method for developing 
equation (53) was presented. We have obtained a smooth expression 
for the whole range of Peclet numbers assuming a zero temperature 
gradient at y = 8 as required by symmetry, while the other conditions 
are similar to equations (35) and (36). The model accounts for inlet 
subcooling and heat generation. It is developed for different cladding 
geometries. In the simple case of no heat generation and zero sub-
cooling in slab geometry our results reduce to the two-dimensional 
solution of Duffey [5]. 

1 By C. L. Tien and L. S. Yao, published in May 1975 issue of the JOURNAL 
OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 97, pp. 161-165. 

2 Faculty of Engineering, Alexandria University, Egypt. 
3 heat Transfer and Desalination Group, Atomic Energy Establishment, 

Cairo. 
4 Thompson, T. S., "On the Process of Rewetting a Hot Surface By a Falling 

Liquid Film," AECL—4316,1973. 
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Authors' Closure 

The comments of Sawan, et al., indicate a misunderstanding of the 
analysis for capital P in the paper. The solution is of an asymptotic 
nature. The boundary condition that 0 -* 0 as y ~* °>, equation (37), 
is the matching condition between Regions II and V. It can be derived 
straightforwardly by following the well-established asymptotic 
matching principle [16]. Its mathematical meaning is that the tem­
perature matching condition for a finite y at the boundary between 
Regions II and V can be applied at y —• «> when P —• °>, where y = 
(P/25)y. The physical location to which equation (37) applies is still 
at the boundary of Regions II and V. It is worthy to point out that one 
of the advantages of applying the Wiener-Hopf technique in a re­
wetting problem is that the wet-front velocity can be obtained directly 
from the surface temperature distribution of the vertical slab. It is 
unnecessary to go through a complicated mathematical procedure to 
find the temperature distribution inside the slab. It has been dem­
onstrated by Yao, et al. [17] that the temperature distribution inside 
the slab of a rewetting problem is similar to that of a moving slab in 
two adjacent temperature chambers. Region II (labeled as Region I 
in [17]) is an undisturbed region. Its temperature is a constant equal 
to To, and the temperature gradient is zero in Region II. Therefore, 
the symmetric condition is indeed satisfied a ty = & as long as the size 
of Region V is smaller than 8. They also showed [17] that the shape 
of Region V (Region IV in [17]) is a parabola with its vertex translated 
slightly to the negative it-axis. The size of Region V is smaller than 
8 when P > 8. This suggests that the solution for large Peclet numbers 
is applicable when P > 8. 

Several solutions of the two-dimensional transient-conduction 
equation for the rewetting problem have been cited in the paper. 
Unfortunately, most of them including that of Duffey and Porthouse 
[5] only took one or two terms from an infinite convergent series in 
order to give a closed-form correlation, thus yielding an incorrect 
functional dependence of the wet-front velocity on temperature. It 
has long been recognized that one or two terms of an infinite series 
are insufficient to represent the actual solution of the transient-
conduction equation. In particular, Horvay [18] showed that the in­
finite series diverges when P is not small. The solution for a small 
Peclet number presented in the paper has been shown to approach 
the one-dimensional solution when the Biot number is also small. 
Furthermore, the wet-front velocity for small P which has been ver­
ified by an integral method [19] is quite different from the one ob­
tained by taking one term of an infinite series. For large P, the wet-
front velocity cannot be predicted by a one-dimensional analysis due 
to the competition of the effects of conduction and convection. The 
case for large P is currently being studied by use of the integral method 
in order to include the effects of precursory cooling and fuel-stored 
energy. 

The data correlated in Fig. 6 of Duffey and Porthouse's paper [5] 
is first a special case and second based on an effective Biot number 
which makes the heat transfer coefficient in the wet-front zone de­
pendent upon the mass flow rate of the coolant. This is contrary to 
the conclusions of Thompson's study [6] which indicates that the 
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gputtering heat transfer coefficient is independent of the mass flow 
rate. The effect of mass flow rate on rewetting velocity enters only 
through precursory cooling ahead of the wet front [20]. In the absence 
of any direct measurements, several investigators have treated the 
heat transfer coefficient as a fitting parameter to correlate the ex­
perimental data with different rewetting models. Recent experimental 
study by Dua and Tien [21] indicates that the heat transfer in the 
sputtering region can be best represented based on an average of 
maximum and minimum heat fluxes of pool boiling. Thus defining 
a value of the heat transfer coefficient to be used in conjunction with 
a given model of rewetting is not only unnecessary but unrealistic 
also. 

It is recognized that an infinite number of smooth functions satis­
fying the asymptotic solutions in the two limiting cases of very small 
and very large Peclet numbers are possible. In fact, the recent studies 
by Dua and Tien [20, 22] very clearly emphasize this point by first 
giving the equation of a family of matching functions and later picking 
up a specific semianalytical matching based on how closely this choice 
either represents a numerical solution in the intermediate range of 

Peclet numbers [20] or correlates the experimental data in this range 
[22]. 
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Erratum: R. B. Holmberg, "Heat and Mass Transfer in Rotary Heat Exchangers With Nonhygroscopic Rotor Materials," published 
in the May 1977 issue of the JOURNAL OF HEAT TRANSFER, pp. 196-202. 
Page 200, left-hand column, line 6: 
0.8220 instead of 0.8222. 
Page 200, right-hand column, line 2: 
0.555 instead of 0.5631 
0.554 instead of 0.5617 
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